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Introduction

Microsoft™ Edge Cloud is an on-premise, remotely managed, cloud-based solution designed for
companies with multiple sites. It includes an edge server that is managed by Microsoft's private cloud
solution. This edge server runs on converged infrastructure and can remain independently operational,
thus keeping the remote site running even if it loses a connection to the main data center or the
Internet. Local applications, file and print, point of sale, and domain services remain available and synch
with the data center servers when connections are back online.

The edge server takes advantage of existing Azure™ connected services (such as Office 365 for email and
Office applications), while using Azure cloud backup for disaster recovery scenarios. The solution at the
remote edge locations can start small as a single server, and scale to more servers as a business grows.

At the data center side, the solution is hosted on Microsoft’s System Center™ Virtual Machine Manager
(VMM) providing infrastructure as a service (laaS). The management of the solution is provided by
Windows™ Azure Pack which provides a management portal and tenant portal that seamlessly
integrates with System Center. The management portal is intended for overall environment
administration by a centralized IT team. The tenant portal enables each customer or division to manage
their own servers and sites.

Windows Azure Pack overview

Windows Azure Pack is Microsoft’s on-premise cloud solution, that runs on standard server hardware,
and is ideal for small to midsize businesses. The solution is highly scalable, up to enterprise levels, thanks
to the underlying System Center resources. Azure Pack provides a set of Azure technologies for private
cloud environments, all provided with Windows Server™ without additional costs. The solution can also
expand and integrate with Azure public cloud components, to create hybrid cloud environments as your
business demands.

For the purpose of this document, the following roles are used to clarify use of the two different Azure
Pack portals.

e IT Administrators
This refers to the central IT administration team that manages the entire infrastructure that
supports Azure Pack. They use the Azure Pack admin portal, to manage the environment and
tenant capabilities and resources

e Tenant Administrators
This refers to the customer, self-service portal users. They use the Azure Pack tenant portal to
manage virtual machine environments allocated to them, whether hosted in the data center or
at remote sites.



Simplified management is provided by two portals: an administrative portal for IT administrators and a
tenant self-service portal for tenant administrators. Both run on the same centralized infrastructure as
services provided by Microsoft System Center components.

One of the huge benefits of Azure Pack is the ability to easily deploy and manage virtual machines, both
locally in the data center and at remote sites. Azure Pack also supports SQL™ databases as a service
(DBaa$) and web application hosting or platform as a service (PaaS)
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Figure 1 Windows Azure Pack features overview
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For the test configuration, some of the components are combined to keep the number of VMs low and
to validate a minimum configuration. The VMs and roles are as follows:

e VML1: System Center 2016 Virtual Machine Manager (SCVMM)

e VM2:SQL Server 2016 & Service Provider Foundation (SPF) 2016
e VM3: Windows Azure Pack — IIS based IT admin portal

o VM4: Windows Azure Pack — IIS based tenant self-service portal
e VMS5: Windows RAS VPN and routing

Edge Cloud has most of its components at the data center or MSP/CSP location, while maintaining the
ability to manage remote sites via the tenant portal running at the data center.



Supporting components

Edge Cloud requires the following components as foundations for the installation of Windows Azure
Pack. Below is a summary of each component. The System Center components listed are the minimal
required for Azure Pack, however they could be expanded upon where additional features are needed.

e System Center 2016 VMM (SCVMM)

Should be installed on a dedicated VM with adequate processing and RAM resources.

e Service Provider Foundation 2016 (SPF)

This is a sub-component of System Center Orchestrator, and is installed by running the
System Center Orchestrator installation package and selecting the Service Provider
Foundation install option only. No other Orchestrator components are needed.

e SQL Server 2016

This solution uses SQL 2016, which is fully compatible with all the components needed
for Azure Pack integration and System Center 2016.

Note: SQL needs to be in mixed mode, as some components require the SQL SA account.
It also needs to have a domain-level SQL service account created with SQL admin level
credentials; this is requested by the various components during the installations.

e Azure Cloud subscription

An Azure subscription is required to create a backup vault, which is a backup-specific
storage pool. The cloud-based storage is more cost effective in hardware and
operational expenses, when compared to on-premise solutions. Azure backup uses a
lightweight agent on each remote server for file-level backups.

e Storage
The recommended storage for the Hyper-V cluster at the data center is Storage Spaces
Direct (S2D). However, any other supported storage in a customer’s data center could
also be leveraged. A Storage Spaces pool is also recommended for the edge server,
which utilizes the System x3650 M5 internal storage capability.

e Windows Patches

Ensure that all security and fix patches are installed, and recheck for updates after Azure
Pack is installed, in order to pick up any Azure Pack update rollups. In addition to
security patches, the rollups include fixes and important Azure Pack versioning updates
that resolve issues or provide improved or additional functionality.



e Office 365

Office 365 provides a hybrid Office software solution that can be installed on the local

PC or laptop, or accessed fully online within the Office 365 portal. It provides access for
multiple device types, from any location. For edge cloud remote sites, Office 365 is the
recommended method for providing email and Office applications for remote workers.

e Domain services
Each tenant will have a resource Domain Controller(DC) deployed as a VM in the data
center. This DC will synch with the one installed at each remote site, for redundancy.

e Solution Monitoring

Additional System Center solutions such as Operations Manager might be needed to
provide monitoring capabilities. However, the assumption is most customers have
adequate infrastructure monitoring in place that the solution can leverage.

Solution architecture

The overall design includes both data center and remote site components. At the data center, the core
components of Windows Azure Pack are hosted on virtual infrastructure, which is all managed by
System Center VMM. The Azure Pack admin and tenant portals are hosted at the data center; tenant
administrators can remotely manage their servers and remote sites by logging into their own tenant
portal.

The Azure Pack admin portal is where IT administrators control what each tenant can do within their
tenant portals. Some of the actions available in the tenant portal includes VM deployment to remote
sites or the datacenter, managing the VMs, remotely connecting to the server consoles, and performing
backups. There is flexibility in the design, and existing SQL or System Center environments can be
leveraged for this solution.

There are some complex dependencies between SQL Server, System Center, 1IS web services, and Azure
Pack components. These are addressed in the detailed installation steps. Attention to detail during the
installation is important for a successful deployment.



Edge Cloud Technical Architecture
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Figure 2 Edge Cloud Architecture drawing

As shown in the figure 2 above, the minimum components at the data center side include System Center
VMM manager (VMM), System Center Service Provider Foundation (SPF) and SQL Server to host the
configuration databases. These components can all run on VMs. Additionally, a customer can host
application VMs in the data center environment, and manage them from within the Azure Pack tenant

portal.

Office 365 is the recommended approach to providing customers with email and office tools. The
solution also makes use of Azure Backup capabilities, to minimize the need for on-site backup storage.

At the edge server, the infrastructure is Hyper-converged, with compute, network and storage resources
all running on one system. The edge server can of course be clustered as well, in larger remote sites or
where high availability is required. The edge server utilizes Windows built-in components for
virtualization, storage, VPN, and security. The server is configured as a VMM library server, which means
it has the VMM agent installed and a network share setup, so that OS deployment images can be stored
locally. A read-only Active Directory domain controller and DNS runs on a dedicated VM, in order to
provide local login and name resolution in the event of a network outage.

Network design

The solution uses combined physical and virtual networking to create a secure IPsec VPN tunnel
between the data center and remote sites. There must be flexibility in the design so that the



configuration can be altered to fit the various existing network topologies at either the data center or
remote sites. The deployment will require network review and planning to determine the best overall
design. The decision to use the built-in Windows VPN solution for the test configuration and this
document is intended to keep the configuration straightforward and the costs lower. It is also possible

to use a customer’s existing VPN hardware or solution.

With the introduction of Windows Server 2016 Software Defined Networking (SDN) there are several
options available for VPN and virtual networking. The solution defined in this document uses the
simplest approach that is included with Windows Server, which is a Routing and Remote Access
persistent site-to-site VPN. If a customer has the full Windows 2016 SDN network stack in place, then
the solution could be configured to take advantage of this level of virtual infrastructure. The full
deployment of Windows 2016 and System Center SDN is well beyond the scope of this solution, as it
involves major decisions on how a customer’s network is designed and managed.

Note: During the testing, we discovered that internal mode Hyper-V virtual switches are not supported
with VMM. This is because VMM requires an associated physical NIC to manage, which internal virtual
switches do not have. The work-around is to use an external mode virtual switch, but leave it un-cabled.
This is what is meant by internal switch in figure 3. For the clustered nodes, these NICs are cabled
directly to each other functioning as a direct connected heartbeat and live migration link. The design
goal is to keep the VMs on their own virtual switch, without exposing them to the Internet directly. All
traffic goes through the VPN/NAT/Firewall VM for site-to-site or Internet access.
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Figure 3 Edge Cloud high-level network design
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Remote site network

The remote site design assumes there might only be an ISP router connection to the internet. The
internet connection at the server’s physical port is protected by the Windows firewall running on a
dedicated VM. The internal VMs and the edge server OS accesses the network though an internal Hyper-
V virtual switch that is routed through the dedicated VPN/NAT Firewall VM.

Data Center network

The data center side of the solution is running on highly-available VMs hosted on scalable Lenovo™
x3650 multi-node Hyper-V clusters. All customer environments will vary; however, the solution assumes
there is an existing firewall in place, protecting the data center. As a result, the Windows firewall is
turned off on all systems within the data center.

In a typical data center, there are several ways to implement VPNs with firewalls. The VPN server can be
outside the firewall, between two firewalls in a DMZ or inside the firewall. Since this solution takes
advantage of Windows networking features, the VPN termination point is inside the corporate firewall.

VPN connectivity is handled by the Windows 2016 RAS VPN and routing feature., running on a dedicated
and highly available VM. This provides an easily managed graphical interface, making VPN management
more straight forward. Using the Windows VPN components simplifies ongoing administration by
keeping all VPN configuration changes at the Windows VPN server. Corporate firewall changes would
only need to be made once, which allows VPN traffic through to the VPN server. Afterwards, all VPN
administration is done on the Windows VPN server.

Installation

The components and installation order are indicated below. You must ensure the right components are
installed on the specified VM, as some of the components look and sound very similar. Some
components can be combined on one VM: however, the following is recommended based on
Microsoft’s documentation and best practices for a distributed but minimal installation. Larger
installations can scale further with a more distributed architecture, and load balancing the Azure Pack
roles by following the Microsoft design documentation.

The installation steps that follow are based on the test configuration. A customer can scale out and
provide additional redundancy where needed or expected. For example, during testing we used a single
SQL server for the tests, but a production environment would normally use a high availability SQL
configuration. It is also possible to use existing infrastructure in a customer’s environment such as
Hyper-V hosts, SQL server and System Center components.
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Detailed steps on the installation and setup of common Microsoft products (such as Windows Server,
SQL server and System Center) are beyond the scope of this document. Refer to the widely available
Microsoft documentation for installing these infrastructure pieces.

In general, throughout the document, the installation order should be the same order as it is presented
Here is a summary of the following installation steps and the order.

Set up service accounts
Deploy Hyper-V and System Center infrastructure
a. Set up the cluster and storage
b. System Center components
c. Detailed guidance for Service Provider Foundation
3. Configure Azure Pack security pre-requisites
4. Deploy Azure Pack components
a. Install the Azure Pack Admin Portal
b. Install the Azure Pack Tenant Portal
c. Azure Pack post installation tasks
Configure the VMM fabric
Register SPF and VMM with Azure Pack
Azure Pack Plan creation
Create user accounts

0 o Ne WU

Identity Management

Set up service accounts

Due to the distributed nature of the solution, domain level service accounts are required or
recommended for many of the components. Before starting the installation, create the following
domain service accounts. All installation tasks should be performed while logged in with a domain admin
level account.

- SQL Server
- Service Provider Foundation
- System Center VMM

Deploy Hyper-V and System Center infrastructure

The recommendations below are just a starting point, and sized for smaller environments. This is what
was used for the test configuration. As always, scale the environment out as needed. Although we cover
Microsoft’s Storage Spaces Direct (S2D) in this guide, existing SAN-based shared storage can be used for
the cluster, if that is preferred.

The next task is to set up the cluster and storage, which will host the Hyper-V environment. In the
example below, we use the built-in disks in the two System x3650 M5s to leverage Microsoft’s Storage

12



Spaces Direct (S2D) as the cluster storage. Since this is a new technology, the detailed steps are included
here. We are using the available network cards (NICs) in the server, faster cards provide better
performance since the cluster uses the local network in a fabric configuration.

Note: The drives to be used for S2D cannot be connected to any type of RAID controller. They must use
a SAS HBA such as the N2215 that is specified in the Bill of Materials. The drives used for the OS mirror
in the back of the server are connected to the internal Server RAID controller.

Set up the cluster and storage

It is recommended that PowerShell be used to configure the storage and cluster, due to the specific
configuration requirements of S2D clustered storage. The two Windows servers should be domain-
joined, and logged in with a domain administrator-level account.

1. Verify the internal drives are connected to the SAS HBA. S2D doesn’t allow any type of RAID
controller for the drives, even in JBOD or pass-through mode.
2. Install the required server roles if they are not installed, by running the script below.

Install-WindowsFeature -Name File-Services
Install-WindowsFeature -Name Failover-Clustering -IncludeManagementTools
Install-WindowsFeature -Name Hyper-V -IncludeManagementTools -Restart

3. Inthe Windows network properties, disable any NICs that won’t be used in the configuration,
such as the USB Remote NDIS device.

4. Check that the internal drives to be used are online in Windows Disk Manager. An identical
number of drives must be available on each node.

5. Run the following PowerShell commands to verify that the nodes are ready for the S2D and
cluster deployment.

Test-Cluster -Node Srvr0l,Srvr02 -Include "Storage Spaces
Direct", Inventory,Network, "System Configuration"

6. Resolve any configuration issues that are flagged during the test. Once all issues are resolved
and retested, run the following command to create the cluster. Specific storage will be added in
a later step, so this command includes the -NoStorage switch.

New-Cluster -Name MyCluster -Node Srvr0l,Srvr02 -NoStorage

7. After the cluster creation is complete, configure a file share witness. First, create a network
share on another server. Then use Cluster Manager to specify the file share witness.
8. The next step is to enable S2D for the cluster. Run the following command to configure it:

Enable-ClusterStorageSpacesDirect —-CimSession MyCluster -PoolFriendlyName
MyS2DPool

13




Give this command adequate time to finish. It may appear to hang for extended periods of time.
This is considered normal, and a known Microsoft issue that may be resolved soon.

After it completes, a single storage pool exists, which is available to both nodes as shared storage. It
also creates two storage tiers, one called Performance the other Capacity. This is setup
automatically, as the PowerShell commands configure the SSDs for performance caching.

At this point, virtual disks and volumes can be configured and mapped to the cluster as Cluster
Shared Volumes (CSV).

System Center components

1. Deploy 5 VMs running Windows Server 2016. If a System Center environment is not available at
this point for VM creation, then create a single VM and then save it off as a template. Run
Sysprep after the base OS configuration is done. This VHDX image will also be used later to
populate the VMM library server with OS template files.

2. Install SQL Server 2016 on one of the VMs.
Important: Ensure that SQL authentication is set to Mixed mode. Some of the configurations
require domain accounts, and others require the local SQL SA account.

3. Install System Center Virtual Machine Manager 2016 on one of the VMs.

4. Install Service Provider Foundation 2016, this is also installed on the SQL Server VM. Due to the
critical role SPF plays, use the detailed installation steps provided in the next section.

One VM will be used as a dedicated VPN and NAT server. The other two VMs will host the Azure
Pack tenant and admin portals. These are installed later and covered in the sections titled Site to
site VPN configuration and Deploy Azure Pack components.

After installing the above SQL and System Center components, check windows update for
important updates.

Detailed Installation steps for Service Provider Foundation

SPF facilitates communication between Azure Pack and System Center. Detailed installation steps are
provided here to help ensure that this important part of the solution is installed and configured
correctly. Pay special attention to the assignment of accounts and permissions, as SPF requires
credentials on both System Center and Azure Pack components.

The following are necessary prerequisites before installing SPF.

1. Use Server Manager to install these features on the SPF server:

14



Add Role: Web Server (lIS) server. Include the following additional services:

Basic Authentication

Windows Authentication

Application Deployment ASP.NET 4.5
Application Development ISAPI Extensions
Application Deployment ISAPI Filters

o lIS Management Scripts and Tools Role Service

O O O O O

Add Feature: Management OData IIS Extension
Add Feature: .NET Framework 4.5 features, WCF Services, HTTP Activation

Install the following web services, by downloading from the links below:

WCEF Data Services 5.0 for OData V3

ASP.NET MVC 4

SPF requires the VMM console (only) to be installed locally. There are several prerequisites
for the VMM console first:

a.
b.
C.

MSODBsql (a prerequisite for SQL cmdline tools) Download from Microsoft’s site.
SQL cmd line tools, available from Microsoft site

Download and run ADK win 8 kit to install Windows deployment tools and Win PE
environment

After the above VMM pre-requisites are all installed, then the VMM console can be
installed.

After all the above SPF prerequisites are completed, reboot the server and then proceed with the SPF
installation as follows.

Note: Regarding the next section, only one SPF service account should have been created in the earlier
steps. Assign it as the service account for each of the 4 web services that will need to be configured. Be
aware that each of the 4 web service configuration pages look nearly identical during installation, except
for the name of the web service — e.g. Admin, Provider, Usage and VMM. Enter this same account
information on each of the 4 repeating configuration pages that appear.

1.

Launch the System Center Orchestrator 2016 installer.

2. On the start page, select Service Management - Standalone installations > Service Provider

Foundation.

15


http://go.microsoft.com/fwlink/p/?LinkId=263941
http://go.microsoft.com/fwlink/?LinkID=277086

Service Management
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Web Service Service Provider Foundation
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PowerShell Module

Figure 4 Location of SPF installation link in System Center Orchestrator Installer

Click Install after the SPF screen appears, to start the installation.

Accept the license agreement to continue.

Ensure that the installer passes the check for pre-requisites indicated earlier.

Enter the SQL server name, using the default port of 1433.

Accept the defaults for the web service paths, and select which certificate type to use.

N U AW

Configure the 4 web services. A separate configuration page will appear for each one, prompting
for account information. Important: As stated previously, use the same SPF domain account for
all 4 services.

e Admin web service

e Provider web service

e Usage web service

o VMM web service

Configuration

p— g— S— !

Configure the Admin web service
Configure the Internet Information Services (lS) settings for the System Center Administrator web service.
Virtual directory:

Domain security groups or users: Lenovowap\SPF16 For example: CONTOSO\JohnDoe;

Separate names with 3 semicolon CONTOSCO\TestGroup
Application pool

Application pool name:

Application pool credentials: Network Service

® Service Account

User name: *

Lenovowap\SPF16 For example: CONTOSO\JohnDoe

Password: *

Figure 5 Configuring the 4 web services in Service Provider Foundation install screen

Note: SPF will create 4 local Windows security groups with the same names.
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9. Specify Customer Experience Improvement Program participation.
10. Enable Microsoft update for SPF components.

11. Click

Install to proceed.

12. Confirm the installation finished successfully and click Close to finish.

Configure Azure Pack security pre-requisites

After the above components are installed, configure the following accounts and additional security.

These settings are critical for a successful installation of the Azure Pack components that follows.

1. SPF service account added as VMM admin role; this is set in the VMM console.

2

-

Settings

@ General

% User Roles \i&sme - MDescnpnon | Profile Type | Parent Us|
Administrator Administeator User Role Administrator
Run As Accounts Bl A
Stk userl @custome¢ el Administrator Propesties
Senvicing Windows
Name and description Members

Configuration Providers
. Members are user accounts or Active Directory groups that belong to t
System Center Settings

Members:
Console Add-ins 4

i Name

Microsoft Azure Site Recove Administrator LENOVOWAP\Administrator
NT AUTHORITY\SYSTEM

Role members]

Description:
LENOVOWAP\VM 16SCVMMS

VMs and Services LENOVOWAP\SPF16
Fabric
Library

Jobs

Settings

Figure 6 Adding the SPF domain level account to the VMM Administrator role in the VMM console

SPF and VMM service account added to local administrator group on VMM server.

VMM machine account added to local admin group on any VMM library servers. This is the

VMM server computer account, not a service account.
SPF service account added to local admin group on the SPF server.

Note: The SPF service account is the account specified during SPF setup and is the

credential used for the 4 SPF IIS application pools.

Add SPF service account as member of SA role on SQL server. This is not done during setup.
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6. Verify the VMM console that was installed on the SPF server can connect to the VMM
server.

7. Loginto the SPF server locally at least once with the SPF service account.

8. SPF service account must be added to each of the 4 SPF web service local groups that were
created during the SPF install, as shown in figure 7:

}E SPF_Adrun Adrmin Web Servnice Users
& SPF_Provider Provider Web Service Users
& SPF_Usage Usage Web Service Users
.*3 SPF_VMM VB Web Service Users

Figure 7 The four local Windows security groups created by the SPF install

9. Create alocal user account on the SPF server (not a domain account). This account must
also be added to the 4 local groups that the SPF install created, and be a member of the
local administrator group. It is unclear from the Microsoft documentation what this account
is for, or how it is used, but we are following Microsoft guidance on it.

Deploy Azure Pack components

After the above prerequisites are configured, the Azure Pack components can be installed. Due to the
complex nature of the product and installation, there is not an Azure Pack installation file to download.
The distributed components are installed from the Microsoft Web Platform Installer 5.0, which must be
downloaded from the following Microsoft site.

https://www.microsoft.com/web/downloads/platform.aspx

After downloading the installer, launch it to install it on the server. It must be installed on both the
tenant and admin Azure Pack portal VMs.

Install Azure Pack Admin Portal

Use the following procedure to install the Azure Pack admin portal on the Admin VM.

1. Install the Web Platform Installer 5.0 on the server.
2. Launch the Web Platform Installer on the Azure Pack admin VM.
3. Select Products at the top, then Windows Azure from the left pane.
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© Web Platform Installer 5.0

Spotlight Products Applications

Name
Al i
Windows Azure Pack: PowerShell API
Server
. Frameworks . Windows Azure Pack: Portal and API Express
Database
/i Tools
| Windows Azure

Windows Azure Pack: Admin Authentication Site

Windows Azure Pack: Admin AP|

Windows Azure Pack: Tenant Site

Windows Azure Pack: Tenant Authentication Site

Windows Azure Pack: Tenant AP|

Windows Azure Pack: Tenant Public API

Windows Azure Pack: SQL Server Extension

Windows Azure Pack: MySQL Extension

Windows Azure Pack: Microsoft Best Practices Analyzer

Windows Azure Pack: Websites Update Rellup 9

7 ltemsto be installed

Released

10/31/2016

10/31/2016

10/31/2016
10/31/2016
10/31/2016
10/31/2016
10/31/2016
10/31/2016
10/31/2016
10/31/2016
10/31/2016

1/25/2016

Options Install

Install

Add

Add

" Remove
Remove i
Add

Add

Add
Add
Add
Add

Add

Figure 8 List of Windows Azure products to install on admin portal

4. From the list, select the following 4 components as shown above by clicking Add for each:

e Windows Azure Pack Admin Site
e Windows Azure Pack Admin Authentication Site
e Windows Azure Pack Admin API
e Windows Azure Pack Tenant API

5. Click Install to continue

6. Click I Accept to continue, if you agree to the licensing terms for the products
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Web Platform Installer 5.0

PREREQUISITES

NSTALL CONFIGURE )

Review the following list of third party application so
software identified below to be installed and Wind
are provided by the third parties listed here.
le for and must separately locate, read and acc

€, Microsoft products and compone:
mponents to be turned on, Third pa

rosoft grants you no rights for thi
these third party license terms.

X Windows Azure Pack: Admin AP
® Privacy Terms

X Windows Azure Pack: Tenant API
# Privacy Terms

X Windows Azure Pack: Admin Site
® Privacy Terms

X Snine Cloud Security for Azure Pack: Admin Site Extension
View license terms
# Privacy Terms

X Cloud Cruiser for Windows Azure Pack: Admin Site Extension
View license terms Drrect Download Link
) Privacy Terms

X Gridpro Request Management for Windows Azure Pack: Admin Site Extension
View license terms Drect Download Link
& Privacy Terms

X Windows Azure Pack: Admin Authentication Site

 Privacy Terms
Total file download size: 9431 MB
lick ition, 11 installed and revi iated Microsoft licen: i
By clicking "I Accept”, you agree to the ficense terms for the third party and Microsoft software, and any additional

software identified above. If you do not agree to all of the license terms, click "l Decline®.

| Decline | Accept

Figure 9 List of Azure Pack prerequisites

7. Click on Continue to proceed with the configuration phase.

Web Platform Installer 5.0

PREREQUISITES INSTALL CONFIGURE FINISH

The following product(s) have additional work to complete. Clicking the Continue button will
continue the installation.
Product Additional Actions

Windows Azure Pack Platform Component(s) Launching the Windows Azure Pack Configuration Site will
configure the Windows Azure Pack features installed in this
release for first time use.

Figure 10 Configuration phase of Azure Pack installation



8. The web based configuration wizard appears. Click configure now to continue.

Service Management Portal |

Windows Azure Pack
features have been
installed, but not yet
configured...

Finish the configuration process before runniry
Windows Azure Pack portal. {

Figure 11 Azure Pack configuration web site welcome screen

9. The Database configuration screen appears, as shown in figure 12.

Database Server Setup

Database Server

Please use the same SQL Server instance for configuring the

SERVER NAME

vm16spf-sql

AUTHENTICATION TYPE

SQL Server Authentication j
DATABASE SERVER ADMIN USERNAME DATABASE SERVER ADMIN PASSWORD
s3 LLAL AL L L]

Configuration Store

The same passphrase needs to be used in al

PASSPHRASE CONFIRM PASSPHRASE

Figure 12 Azure Pack SQL database setup page
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10.

11.

12.

13.

14.

15.

Enter the SQL server name and instance. If using the default SQL server instance, then just enter
the SQL server name.

For Authentication Type, select SQL Server Authentication and enter the SA account and
password. Use of domain or Windows accounts is not supported here.

Enter the configuration store passphrase. Note: The same passphrase MUST be used on each
Azure Pack server in the installation, so make sure its recorded for use later.

Verify all the sections have green check marks, and click the lower right arrow to proceed.

Select whether to be involved in the Customer Experience Improvement program, and then click
the lower right arrow to continue.

Confirm the components to be installed. Some of the items listed are pre-requisites or
additional Windows components needed by the Azure Pack.

Features Setup

Ready to configure

List of features:

Web App Gallery Extension
Tenant API

Admin API

Admin Authentication Site
Usage Extension (Service)
Usage Extension (Collector)
Monitoring Extension
Admin Site

Figure 13 Summary of features to be installed

16. After the configuration finishes, verify all components are green
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WINDOWS AZURE PACK SETUP

Features Setup

Features configured

List of features:

@ Web App Gallery Extension
@ Tenant APl

@ Admin API

@ Admin Authentication Site
@ Usage Extension (Service)
(V] Usage Extension (Collector)
(V] Monitoring Extension

@ Admin Site

Figure 14 Summary and status of all features installed

The following is the summary after the installation, showing all the pre-requisites and additional

software components that were needed. Note that even though we selected only 4 items, there are

many additional supporting backend components that are installed.
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Web Platform Installer 5.0 X

PREREQUISITES INSTALL CONFIGURE FINISH

v/ The following products were successfully installed.

lI5-DefaultDocument

1IS-HttpErrors

1IS-StaticContent

IIS-ASPNET45

IS-WindowsAuthentication

lIS-HttpCompressionDynamic

WAS-Config-APls

liS-HttpCompressionStatic

lIS-WebServer

Execute ASP.NET IIS Registration tool

ASP.NET Web Pages 2

Microsoft Visual C++ 2010 SP1 Redistributable Package (x64)
Microsoft Visual C++ 2010 SP1 Redistributable Package (x86)
Windows Azure Pack: PowerShell AP|

ASP.NET MVC 4 Installer (VS 2010)- Default Locale

ASP.NET MVC 4 Language Packs Installer

Windows Azure Pack - Web App Gallery Extension

Windows Azure Pack - Tenant API

Windows Azure Pack - Admin API

Windows Azure Pack - Admin Authentication Site

Windows Azure Pack - Usage Extension

Windows Azure Pack - Monitoring Extension

Windows Azure Pack - Configuration Site

Windows Azure Pack Platform Component(s)

Windows Azure Pack: Admin AP|

Windows Azure Pack: Tenant AP|

Windows Azure Pack: Admin Authentication Site

Windows Azure Pack - Admin Site

Windows Azure Pack: Admin Site

Snine Cloud Security for Azure Pack: Admin Site Extension
Cloud Cruiser for Windows Azure Pack: Admin Site Extension
Gridpro Request Management for Windows Azure Pack: Admin Site Extension

Figure 15 Summary of Azure Pack and all prerequisite and supporting products installed

Install Azure Pack Tenant Portal

Follow the steps below to install the Azure Pack tenant portal on the tenant VM. The steps and screens
for installing the tenant portal components are the same as for installing the admin portal, except for
the list of components that is selected. Thus, the full set of screen shots are not duplicated in this
section.

1. Install the Web Platform Installer on the tenant VM.
2. Launch the Web Platform Installer on the Azure Pack tenant VM.
3. Select Products at the top, then Windows Azure from the left pane.
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o Web Platform Installer 5.0

Spotlight

Al

| Server

../ Frameworks
| Database

i1 Tools

6 ltemsto beinstalled

Products Applications

Name

Windows Azure Pack: Admin Site

Windows Azure Pack: Admin Authentication Site

Windows Azure Pack: Admin AP|

Windows Azure Pack: Tenant Authentication Site

Windows Azure Pack: Tenant AP|

Windows Azure Pack: Tenant Public AP|

Windows Azure Pack: SQL Server Extension

Windows Azure Pack: MySQL Extension

Windows Azure Pack: Microsoft Best Practices Analyzer

Windows Azure Pack: Websites Update Rollup 9

L s

Released

10/31/2016

10/31/2016

10/31/2016

10/31/2016

10/31/2016

10/31/2016

10/31/2016

10/31/2016

10/31/2016

1/25/2016

Install

Install

Add

Add

Add

S

Remove

Add

Add

Add

Figure 16 List of Azure Pack products to be installed

From the Products list, select the following 3 components as shown above by clicking Add:

e Install Windows Azure Pack Tenant Site management portal

e Install Windows Azure Pack Tenant Authentication Site
e Install Windows Azure Pack Tenant Public API

Click Install to proceed.

Follow the same process as the prior admin portal installation.

When it completes, the following summary of installed components is shown.
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Web Platform Installer 5.0 X

PREREQUISITES INSTALL CONFIGURE FINISH

~

v/ The following products were successfully installed.

1IS-DefaultDocument

l1S-HttpErrors

11S-StaticContent

I1S-ASPNET45

lIS-BasicAuthentication

11S-WindowsAuthentication

WAS-Config-APls

IIS-HttpCompressionStatic

1IS-HttpCompressionDynamic

IIS-WebServer

Execute ASP.NET |IS Registration tool

ASP.NET Web Pages 2

Microsoft Visual C++ 2010 SP1 Redistributable Package (x64)

Microsoft Visual C++ 2010 SP1 Redistributable Package (x86)

Windows Azure Pack: PowerShell API

ASP.NET MVC 4 Installer (VS 2010)- Default Locale

ASP.NET MVC 4 Language Packs Installer

Windows Azure Pack - Tenant Public AP|

Windows Azure Pack - Configuration Site

Windows Azure Pack Platform Component(s)

Windows Azure Pack: Tenant Public API

Windows Azure Pack - Tenant Authentication Site

Windows Azure Pack: Tenant Authentication Site

Windows Azure Pack - Tenant Site

Windows Azure Pack: Tenant Site

Snine Cloud Security for Azure Pack: Tenant Site Extension

Cloud Cruiser for Windows Azure Pack: Tenant Site Extension

Gridpro Request Management for Windows Azure Pack: Tenant Site Extension V.

Figure 17 List of all Azure Pack and prerequisite products installed

Azure Pack post install tasks

After the admin and tenant portals are successfully installed, complete the following steps to ensure the
systems are ready for integration with System Center VMM.

1. Check Windows update for important updates to the Azure components. Azure Pack was initially
released around the Windows 2012 timeframe. Since then, there have been several important
update rollups that provide additional stability and integration with Windows 2016 and System
Center 2016 products.

2. Verify both the Azure tenant and admin portal web sites load without any errors. You can

access the sites from the admin and tenant portal servers via the start menu -> Management
Service -> Windows Azure Pack Administration Site or The Windows Azure Pack Tenant site.
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3. Validate the installation with Azure Pack Configuration Analyzer. The download and instructions
can be found at the following Microsoft site:
https://technet.microsoft.com/en-us/library/dn469327.aspx

Note: The Analyzer will mention some services should be distributed more for redundancy:
these warnings can be ignored as we are purposely trying to consolidate roles for smaller
deployments. The combinations outlined here are derived from Microsoft’s deployment
guidance for a minimal distributed install. The main purpose of running the analyzer is to
discover any major configuration issues and correct them before proceeding.

Configure the VMM fabric

The following VMM fabric configurations are foundational to support the VM clouds and
infrastructure as a service (laaS) that is managed by Azure Pack. Several of these steps assume
the remote edge server is online; thus, the section on Edge server deployment needs to be

followed first. Be aware that many of the configurations in this section are site specific. As a
result, each tenant remote site needs to have individual objects that control how that site is
managed by VMM. These include:

e Host sub-groups

e Sub-clouds

e VMM agent, library and share
e Logical networks

e [P pools

e Local storage for VM files

e Hardware profiles

e VM templates

1. Create a VMM run as account and assign to VMM administrator role. In the VMM console,
select Settings -> Run As Accounts.
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Administrator - vm165CVMM.LenovoWAP Jocal - Virtual Machine Manager = [u] Vo
Home

& Console Add-ins
' VMs and Services
4, Fabric

B Ubary

E] Jobs
| [7] Settings

f + e : &¥ PowerShell [T
B R B =B | @ P X E
Create Create Run Create Servicing Import Backup Enable Disable  Delete  Properties

UserRole AsAccount  Window Console Add-in mpro
cate mport Backuy Window Run As ac int Delete Propertie
Settings < Run As Accounts (4)

@ General = [ — — S— ‘;‘[

B User Roles Name | D.. | Owner | User Role | Enabled
f NT AUTHORITY\LocalService O ves

R Run As Accounts o| @ NTAUTHORTY\NetworkSer O ves
T3 Servicing Windows & NTAUTHORITY\System O ves
QC Sauration Providers ENOV( Admnistrator v Y
% System Center Settings

Figure 18 Creating Run As Accounts in VMM

2. Create a Host Group representing the tenant in the Fabric workspace of VMM, under

Servers in the left pane. Then create sub-groups for each remote site.

E Home  Folder

Server Tools
Host Library Server

Administrator - vm16SCVMM LenovoWAP Jocal - Virtual Machine Margper ¢

Q Q Txo-eo 8eile] = |
e %k Restart mf' er Off  dg s Pu;- .
e N cines . Ofset  @ViewSus P (Ot Windg| P | Properis
Remove | Propertie
Fabric < Hosts (1)
4 99 Servers = IE—— 777’)1
4 7 Al Hosts Name |HostS.. " |Role |Jo.. ~|CPUA.. |Availa.. ~ |Operating System
4 ] WAP host group 2| B ec-edgeserver2ienovo.. OK  Library,.. Compl. 0% 10659GB  Microsoft Windo...
1 Portland
@ EC16CkstersD % Add Hyper-V Hosts and Clusters
= Add VMware Hosts and Clusters
« ik ESX C
2y Uibrary Servers I "~ Create Host Group ] o
{8 PXE Servers # Move
& Update Server A View Networking achine Recent job
;V‘&Me:es'::m 7 Delete chines: 4 Managed computer job: No
er recen
4 -A Networking | e tjob
. 1 Properties Job status:
He VMs and Services Host Fabric Host job R:"’
sl
3, Fabric Operating system:  Micro  Storage disks: 3 host
= oft  Storage used: 3908.40 GB Job status: 100%
Library Wind Compl
D @ ows eted
FAR Serve

Figure 19 Creating a host group or sub-groups in VMM Fabric view
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Note: Host groups are later mapped to VM Clouds. Each tenant must be grouped in their own Host
groups, with sub groups for each remote site. These are used for directing site VM deployments

3. Add the remote host(s) to the sub-group and set the default VM storage path during the
Add Host wizard process.

%3 Add Resource Wizard X
+ -
£ Host Settings

Resource Location Specify a host group and virtual machine placement path settings for hosts

Credentials .
Assign the selected computers to the following host group:

Discovery Scope T
Host group: 2 Portland v

Target Resources

If any of the selected hosts are currently managed by another Virtual Machine Manager (VMM)

Host Settings environment, select this option to reassociate the hosts with this VMM management server.

Summary [] Reassociate this host with this VMM environment

VMM uses virtual machine placement paths as default locations to store virtual machines placed on a
host. To add a new virtual machine placement path, specify a path and click Add.

Add the following path:

Selected virtual machine placement paths:

Igvevious II Next I[ Cancel l

Figure 20 Specifying default location of deployed VMs when adding them to the sub-group

4. Configure a VMM library server for each remote site. This is usually the edge server itself, so
it does not need to be a dedicated VM. Before proceeding, create a share on the remote
server. Then from the VMM Library work space, right click Library Servers, and select Add
Library Server. VMM will remotely install the VMM agent on the server and map to the
share.

5. Associate the VMM library with the host group, from the library server Properties page.
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Server TempETE =
& ec-edgeserver? lenovowap.local Properties X

Library <

General
Priid-Cld
VM Networks Name: ec-edgeserver2
B Self Service User Content 1
Domain enovowap.local
« & Library Servers Settings Description:
+ & ec-edgeserver2ienovo
o VMM-Lib
ApplicationFramew Host group: = All Hosts\WAP host group\Portland
VHDs During place| @ PAll Hosts
Stored Virtua! Machir a resource w = JWAP t group
& vm165CYMM LenovoWs #New host group E
nC phaned Resources } pdiPortiand
Update Catalog and Base _
® VMs and Services
3, Fabric
; Library

Figure 21 Mapping a remote site’s VMM library server to a Host Group

After adding Hyper-V hosts, VMM will add a logical and VM network based on the virtual
switch it discovers on the host(s) and will name it after the virtual switch name on the host.
You should ensure that the created network is associated with the correct host group and
cloud. This automatic network creation can also be turned off in VMM settings. Some
administrators find it useful to identify which networks are associated with which each host.

Create any additional logical networks and corresponding VM networks that map to
subnets and remote sites. During the network creation, select the One connected network
option, and create a network site. Each network site should be a separate subnet.

Note: For the test configuration, we did not utilize Hyper-V VLANs. When creating a network

site within the logical network wizard, leave the VLAN number set to 0, which disables
VLAN use.
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3 VMM Server - Name Network sites
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Figure 22 Create a new logical network and assign subnet

8. Create static IP pools for each VM network /subnet. Right click on the logical network and
select Create IP Pool. These will be used by the VM deployment templates for IP assignment
at remote sites.

9. Logical networks for each site need to be assigned within VMM to several resources for full
connectivity within the solution. Check the network sections of each of the following, and
assign the correct logical network to it:

a. From the Library workspace, assign it at the VMM library server for the site.
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4 4% Cloud Libraries Settings VM networks
: Cloud16 ‘ V) Logical3
Prtld-Cld2 corp (Data Ctr corp conn vswitch)
B Seff Service User Content [] External direct attached cluster (Data Center VMs)
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Figure 23 Assign logical network to site library server

b. From the Fabric workspace, assign it at the host server, in the site host group. Right
click the host server, select Properties -> Hardware -> Network Adapters and click
on the logical network section for the physical NIC being used at the site for the
virtual switch being used by the VMs. Check the box for the site’s network/subnet.

4 _ Al Hosts [Nm | Host Status ~ | Role | Job Status
4 __ WAP host group & ec-edgeserver2lenovowaplocal oK Library, Host Completed
.| New host group - 1
| Portland | Bl ec-edgeserver2, pJocal Prop X
W C16CIusters2D ‘
4 &, Infrastructure General Hardware
X Library Servers ‘
8 PXE Servers | Sk @ Switchportdet.. | ogical network connectivity
= nknown
;_’» Update Server 8 W B bk Associate logucal‘netwo'ks IP subnets and VLANs
@ vCenter Servers : Port2- no cable lSubne! | VLAN
W VMM Server Host Access T ool o [ corp (Data Center corp conn vswn!ch]r :
Logical 3 [_] Corp-ext (store server corp conn vswitch)
4 .4 Networking 2 ogicat ] P
Virtual Machine Paths B Sy gt o || External direct attached cluster (DataCenter VMs)
2 itc L., g
frv Logical Networks 73555 F" 192.168700/24 0
= MAC Address Pools Reserves |¥] Logical 3
2 = W Broadcom NetXtre.. = ey
%22 Load Balancers ek [V 192.168.710/24 0
E", VIP Templates Storage
vir Logical networ..
= Logical Switches o Log’tu- ne O, £
&8 Port Profiles | | Virtusl Switches - : -

Figure 24 Assign virtual network connections for the Hyper-V host

c. From the VMs and Services workspace, Clouds, open properties on the cloud for the
site. Go to Logical Networks and check the box for the correct network.
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Figure 25 Assigning logical networks to the VM Clouds representing remote sites

10. Add storage capacity to VMM. If you are using Windows Storage Spaces or Spaces Direct,
use the File share option. Otherwise, configure a supported SAN device. Note that this
storage is for VMs that are hosted at the data center, either for infrastructure use or hosting
customer application VMs. VMM does not control storage at the remote site, other than
specifying where the VM files are stored and the location of the VMM library share.

Fabric ¢ Arays (1)
f
’ f f Servers l . = —
» AN vking Name " | Total Capac... | Used Capa... | Pools Provider Name Status
@ Ciustered Windows Storage on EC16CIe  3053650GB  8,267.25 GB 1 (1 man.. & Responding
4 Storage
=- Classifications and Pools
& Providers
Arrays :
§ File Servers i .
. I
3¢ Fibre Channel Fabrics ’
5 QoS Policies k Clustered Windows Storage on EC16ClusterS20
Array information Capacity information
Status: & Responding Total capacity: 305
Last refresh:  6/3/2017 11:26:27 PM Allocated capacity: 41
Manufacturer: Microsoft Corporation In use capacity: 824
Model: Clustered Windows Storage Capacity usage: -
Pools: S2Dpool

Figure 26 View of configured VMM storage arrays
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The example above shows what was used for the test configuration, which was a Scale-out File
Server (SOFS) setup on the existing Storage Spaces Direct cluster. The following PowerShell
command creates the file server on the existing cluster storage:

New-StorageFileServer -StorageSubSystemName clustername.your.com -
FriendlyName SOFS1 -HostName SOFS1 -Protocols SMB

E¥ Administrator: Windows PowerShell

ws PowerShe
right (C) 2016 Microsoft Corporation. A1l rights reserved.

PS C:\Users\administrator.LENOVOWAP> New-StorageFileServer EC16CTustersS2D. Tenovowap. Tocal SOF516

PS C:\Users\administrator.LENOVOWAP> _

Figure 27 PowerShell command to create clustered file server role for VMM storage

After the above command completes, create the file share hosted on an available Cluster Shared
Volume (CSV).

ES Failover Cluster Manager
v ‘;33 EC16CIusterS2D.LenovoW,

= Roles
3 Nodes Name Status Type Owner Node Priority Information
v 4 Storage 7. SOFS1® #) Running Scale-Out Fle Server  EdgeCloud16-1 Medium
. § Disks 3. vm AD-DNS Ol Running Vitual Machine EdgeCloud 16-1 Medium
B Pools o =
B8 Enclosures 2» Ym16SCVMM #) Running Virtual Machine EdgeCoud16-1 Medium
43 Networks 3. vm16SPF-SQL #) Running Vitual Machine EdgeCloud16-1 Medium
4] Cluster Events & vm16WAPadm #) Running Vitual Machine EdgeCloud16-2 Medium
2. vm16WAPten ; Running Vitual Machine EdgeCloud 16-2 Medium
& VPN-NAT #) Running Vitual Machine EdgeCloud16-2 Medium

v g’; SOFS16b

Name Path Protocol Continuous Avaiabiity Remarks
J ClsterStorage$  C:\ClusterStorage SMB No Cluster Shared Volumes Defauk Share
4 VMMstorage2 C:\ClusterStorage\Volumed\Shares\VMMstorage2 ~ SMB Yes testing 52D based storage ({CSV) with SOF

Figure 28 View of SMB file shares added to the clustered file server role

11. Copy one or more sysprepped VHD files to the VMM library, by using the Import Physical
Resource option, shown in figure 29. These are OS images which will be used by the VMM
templates. Each site will only need to have the VHD files copied out to its VMM library share
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once, after which VMs are deployed using the local VHD image file. This saves on network
utilization and makes the VM deployment faster.

— p— 3 - PowerSh
3] & i -~ e
———d red L 2 4 =1 Jobs
Create Service Create VM Create Add Library Impdyt import Export Physical Library TR
Template  Template = Server Tempt. elding Data Resource Settings W PRO
E Import Library Resources X
Library < Phy brary Object
Application Profiles Physical resources to import
Capability Profiles | Name A 'Y N
SOUrce items:
Tmpl-2016DC.vhd soEerE
. Name Location Resource Type
ED SAV.x64 en-US 4, | A ® br A
i  Physical Computer Prof K} WebDeploy x86_¢ Deyl
=7 SQL Serve EP SAV_x86_en-US_4) rA
® VM Shielding Data .: WebDeploy_x64_d De

ﬂ Equivalent Objects
4 &g Cloud Libraries
Cloud16
Prtid-Cid2
S Self Service User Content
« & Library Servers
4 & ec-edgeserver2.lenovo

4 VMM-Lib

ApplicationfFramew
Vil Add custom resource... [ Add resource..,
Stored Virtual Machir

& vm165CVMM LenovoW . .
'.:l' ®: SBRRAR Select library server and destination for the imported resources

Figure 29 Adding VHDX OS image files to the VMM library server

12. Create a new cloud from the VMM VMs and Services view. Right click Clouds, and select
Create Cloud.

Important: Keep in mind, a separate cloud is created for each tenant, which maps to the
host group created previously for the tenant. The cloud topology maps exactly to the
underlying host group topology. Each tenant remote site must be a sub-host group with a
corresponding sub-cloud created. This is the method VMM uses to assign resources to

specific locations, and the concept is especially critical for the correct deployment of VMs to
the edge servers at remote sites.

For the cloud creation wizard, follow the prompts to assign resources that were created
earlier. During this task the host group is assigned to the cloud. The wizard then specifies
resources from the host group such as logical networks, storage, library server, and capacity
limits. Azure Pack will use all the resources in this cloud configuration to present resources
to tenants.

Important: Do not enable any Capability Profiles in the clouds or host groups. These are not
compatible or supported with Azure Pack.
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Figure 30 Assigning the host group to the cloud during the cloud creation wizard

13. Each remote site must have one or more hardware profiles created. These are required by
Azure Pack plans, which are used to assign resources to tenants and deploy VMs. Create the
Hardware Profile from the Library view, Profiles section. Right click Hardware and select
Create Hardware Profile, and follow the wizard prompts. This is primarily used to pre-set
sizing of compute, memory and network resources. Ensure the correct virtual network and
IP pool is selected for the site, as shown in figure 31.
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Figure 31 Setting compute, memory and network resources in the hardware profiles
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14. Each remote site must also have one or more VM templates created. These are required by

Azure Pack plans and are site specific. The templates specify OS settings, product ID, VMM
library location of OS image, storage location of VM files, and pull information from the
associated hardware profile created previously. Create a VM template from the VMM
Library view, VM Templates. Right click VM Templates, and select Create VM Template.

As shown in figure 32, the important template settings are the source VHDX OS image file,
which should pull from the sites local VMM library share location, and not over the network
from another server. Also, ensure the network section specifies the correct virtual network,

which should already be correct if it is pulling from the right hardware profile for the site.

+ W ec-edgeserver2ienovo i
General informa ® Availability

VMM-Lib

i & Port VM templ - Medium Properties X
o Templates
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Figure 32 Configuring source VHDX file and VM file storage locations in the VM templates wizard

Important: As already mentioned, do not use any of the Capability Profiles in VMM such as

ESX, XenServer, or Hyper-V. These are not compatible with Azure Pack and will break the
VM deployments.

Note: To use the admin or tenant portal you must login using a Windows 8.1 or newer client

machine.

Register SPF with Azure Pack

communicate with VMM.

Logon to the Azure Pack admin VM, and launch the Azure Pack admin portal from the start
menu -> Management Service -> Windows Azure Pack Administration Site.

This section covers connecting SPF and VMM to the Azure Pack admin portal, which allows Azure Pack to
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2. After logging into the website, click on VM Clouds and select Register System Center Service
Provider Foundation.

Service Management Portal |\, @ LEnovOWAP\Administrator B

vm clouds

&3 cLoups VIRTUAL MACHINES NETWORKS AUTOMATION GALLERY

Virtual Machine Cloud
Set up your Virtual Machine Cloud

Skip Quick Start the next time | visit

oS Register System Center Service Provider Foundation
Currently registered System Center Service Provider Foundation endpoint: https://vm16spf-sql:8090/
Management Automati for VM C id

N Register Service Provider Usage

Use an existing VM Clouds endpaint to collect metering data

Figure 33 Initial configuration of Azure Pack, registering the Service Provider Foundation (SPF)

3. Inthe web form that opens, type the FQDN URL of the SPF server and port in this format:
https://server.domain.com:8090 If the right format isn’t used, it will not connect.

4. Enter the User Name in this format: Domain\user account. Note that this account must be the
SPF admin account that was specified during SPF setup, and is the same domain level account
that runs the four SPF web services on the SPF server.

5. Enter the User account password and click the arrow to continue.
6. Wait a few minutes, and then the status should show the registered SPF server.

Register VMM with Azure Pack

The next step is to register the VMM server with Azure Pack, so that it can see and manage cloud
resources.

1. From the Azure Pack admin portal, click on Clouds.
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2. It will state that no virtual machine cloud provider was found, this is normal because it has not
been configured yet.

3. Click on Use an existing virtual machine cloud provider to provision virtual machines.

4. Enter the FQDN of the VMM server in this format: VMMservername.domain.com.

5. Click the Register arrow to register the VMM server.

6. After a few minutes, the VMM server should appear in the cloud list with a status of Ready.

Service Management Portal |\, @ LenovowAP\Administrator &

vm clouds
&3 CLOUDS  VIRTUALMACHINES  NETWORKS  AUTOMATION  GALLERY
NAME STATUS VIRTUAL MACHINES CORES MEMORY (MB) STORAGE (GB) pel
vmi6soymm.lenovow... & Ready 2 of 14 (14%) 4 of 68 (6%) 8192 of 196608 (4%) 254 of 8023 (3%)
Cloud16 V' Ready 0 of 8 (0%) 0 of 50 (0%) 0 of 131072 (0%) 0 of 4065 (0%)
Prild-Cld2 + Ready 2 of 6(33%) 4 of 18 22%) 8192 of 65536 (13%) 254 of 3958 (6%)

Figure 34 View of currently configured VM Clouds after registering the VMM server

Azure Pack plan creation

Before creating user accounts, one or more plans must be created. User accounts are assigned to plans,
which controls what options and resources are available when the tenant administrator logs in to the
tenant portal.

Important: Until the plans are made public, they are not available to tenants.

1. Inthe admin portal, Click Plans in the left pane, click New + at the lower left, then Create Plan.
2. Specify the name and what services to include, then click the check mark to finish.

3. After the plan creation finishes, click on it in the list. It will say that it’s not configured, which is
normal.

4. Click on the desired service to configure it.
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5. Configure specifics in the plan, including which cloud it applies to, usage limits, networks,
hardware profiles, VM templates, and any additional settings that apply to your environment.
All of these options will be available in drop-down lists because they have been created within
VMM already and are available for use. After all fields are completed, click Save.

Service Management Portal ‘v @ LENOVOWAP\Administrator B

virtual machine clouds

Virtual Machin... basic

VMM MANAGEMENT SERVER vm16scvmm.lenovowap.local

VIRTUAL MACHINE CLOUD ‘7 Prtid-Cld2

usage limit

RESOURCES AVAILABLE USE ALL AVAILABLE USAGE LIMIT
VIRTUAL MACHINES 6 O 174

CORES 18 O (5

RAM (MB) 65536 ] 32768

Figure 35 View of plan configuration in the Azure Pack admin portal

6. Atthe lower left on the task bar, make the plan public so it can be assigned to tenants.

To test the plan, proceed to the next section for account creation. Afterwards you can login to the
tenant portal and verify the plan functions as expected.

Create user accounts

Tenant accounts are created in the Azure Pack admin portal. These are tenant administrator level
accounts that will have rights and resources for managing their own Azure tenant environment and
remote sites.

To create users:

Click on User Account in the left pane, then select Quick Create.
Fill in the email account and password fields.

Choose a plan from the available ones in the drop-down list.
Click Create to finish.
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Service Management Portal @ LENOVOWAP\Administrator

user accounts
ACCOUNTS  NOTIFICATIONS ~ CONFIGURE
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ENTER PASSWORD
SERVICE BUS CLOUD
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Figure 36 Creating user accounts in the Azure Pack admin portal

5. Go to the Azure Pack tenant server, and test the login. The portal link is on the start menu,
under Management Service -> Windows Azure Pack Tenant Site
6. After logging in, verify the expected plan has been assigned and is available for use.

Identity Management

The included Azure Pack authentication methods are based on Windows authentication for the admin
portal, and local asp.net accounts for the tenant portal. The main reason to use the built-in
authentication is simplicity. Not all customers will have the infrastructure or expertise to support
complicated authentication models. The authentication that is included with Azure Pack works well, and
since the number of accounts will be limited to the IT personnel each tenant has, the authentication
method doesn’t need to be highly scalable.

Optionally more robust authentication models for Azure Pack in production environments include Active
Directory Federation Services (ADFS) or Azure Active Directory. Both methods scale well and are ideal
for high volume multi-tenant environments and web services. ADFS uses claims-based authentication
with trusts created for each tenant. It can also be integrated with Office 365 accounts. The down side to
these methods is that they are more complex to implement and administer.
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Edge server deployment

The edge server uses several Windows Server roles and features to accomplish the goal of being outside
the cloud but connected and managed by it. As a remote server, it lives on the edge of the Microsoft
cloud, taking advantage of both on-premise private and Azure public cloud benefits.

Figure 37 Lenovo system x3650 M5 server

The edge server is a Lenovo system x3650 M5. Some of the key features of the x3650 M5 include:
e Designed for enterprise workloads with power, efficiency and reliability
e Flexible storage configurations for workload-optimized performance
e Upto 120TB of local storage for enterprise applications and data intensive workloads
e Simplified server management with Lenovo XClarity
e Built-in Lenovo Trusted Platform Assurance, and optional self-encrypting drives
e Intel Xeon E5-2600 v4 processors (up to 44 cores per server)

e 12Gbps RAID support—devices and infrastructure—up to four RAID adapters, up to eight front-
mounted NVMe PCle SSDs and up to four GPUs

e Smart energy-efficient features such as extended operating temperature, 80 PLUS® Titanium
power supplies (up to 96 percent efficiency), active/standby power supply modes, dual fan zone
design, and TruDDR4 Memory (up to 45 percent lower energy use over DDR3), and optional
Lenovo XClarity Energy Manager

e Run more virtual machines and workloads with up to 22 percent more cores than previous
generation

Detailed information on the x3650 M5 can be found here:
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Configuring the edge server

This section covers the installation of each edge server component and provides guidance on
configuration. A basic level of Windows server setup and administration is assumed, and many of the
steps below are standard server setup tasks. If the action is a well-known Windows procedure, then
detailed steps are not included.

Below is a summary of components and services to configure on the edge server. Each one is a separate
section, and should be followed in the order presented unless otherwise noted.

Base OS configuration
Hyper-V and VM setup
VPN and domain services
VMM configurations
Azure Backup

Windows firewall

o vk wnN e

Base OS configuration

1. Install the OS. The solution is based on Windows Server 2016, and the Data Center edition
media is included with the edge server. Use the two drives at the back of the x3650 M5 for the
mirrored OS volume. This frees up the remaining drives for data storage.

2. Set IP addresses on 2 of the NICs. One will be internet facing, the other a private network.

3. Turn off the Windows Firewall as we will be using a separate firewall VM, which is covered later.

4. Enable remote desktop and patch the OS.

5. Configure the local storage pool, this is using the server’s internal disks and Windows Storage
Spaces. Provision enough large RAID protected volumes to support VM files storage.

Hyper-V and VM setup

1. Add the Hyper-Vrole
2. Configure Hyper-V virtual switches
e Configure an external mode virtual switch using the internet facing NIC, and un-check

Allow management operating system to share this network adapter. This should result
in a dedicated and isolated connection into the firewall VM. Keep in mind it will no
longer show up in Ipconfig, Network adapter list or be visible in general to the host OS.
It can be un-hidden later if configuration changes are needed, by temporarily sharing it
with the OS.
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6.

e Configure a second external mode virtual switch using another NIC port, for VM internal
use as a private network.
Note: This second virtual switch uses a physical NIC port, but is not cabled.
Create a network share to be used by VMM as a Library Server later. Copy one or more
sysprepped OS images (VHDX files) to this share.
Provision 2 VMs, one will be for Active Directory, the other as a VPN-NAT server. Use the VHDX
file copied to the server to create the VMs.
Connect the VPN VM to both virtual switches by adding 2 virtual NICs to the VM and setting IP
addresses. This will prepare the VM to function as a router for VPN and NAT purposes.
Patch the VPN VM, enable remote desktop, turn off the Windows firewall for now.

VPN and Domain services

Before continuing with this section, the VPN connections to the data center need to be configured,

which could not be done until the base OS and networking was setup on the edge server.

1.

Install the VPN role on the VPN VM and configure a VPN connection to the data center VPN
server. Follow the Site to site VPN configuration on page 52, then return here to continue.

After there is a VPN connection to the data center, join the edge server to the domain.
On the AD VM, set the private IP address and the default gateway to the internal IP of the VPN
VM. The AD VM should now have access to both the internet and the data center.
Patch the AD VM, enable remote desktop and turn off the Windows firewall.
Join the AD VM to the domain.
Install Active Directory services on the AD VM.
e Promote the AD VM to a domain controller.
e Be careful to select the Read-Only domain controller check box. This is a standard best
practice for remote servers.
e Inthe VM properties, configure the VM to save at shut down, and auto-start. This will
ensure the VM starts whenever the server restarts, providing local authentication.

VMM configurations

5.

From the VMM console, add the edge server to the corresponding Host sub-group for the site.
VMM will automatically install the VMM agent on the server at this point.

Configure site logical and virtual networks in VMM. Refer to the earlier section on Configuring
the VMM fabric for more details.

Configure a VMM sub-cloud for the site, from the VMM console.

Add the VMM server’s machine account (computer account) to the Local Admin group on the

edge server to provide the needed VMM library permissions.

Add the edge server as a VMM library server, from the VMM console Library view.

The edge server will have the VMM agent installed on it, which enables the VMM server to deploy and

manage VMs remotely, while using the local VMM library for OS images or any other files needed. This
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reduces the network bandwidth usage for VM deployment to the initial copying of the files to the VMM

library.

Azure Backup

Azure Backup is a cloud integrated data protection solution for backing up on-premises data to

Microsoft Azure. The configuration includes creating a backup vault to store the data in Azure, setting up

credentials, installing the agent, and scheduling the backups.

Note: Perform all the following steps directly from the edge server, or the registration and
authentication process will fail.

1. Login to the Azure portal at https://portal.microsoft.com
A subscription is required to setup a backup vault within Azure and download the agent

software. Trial versions can be used temporarily for testing out Azure features.
3. Inthe Azure portal, type “recovery” in the search box at the top, and select Recovery Services
vaults.

—
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~~ recoven

& Recovery Services vaults
it dashboard £33 Share

& Site recovery vaults {classic)

Search recovery in all resources
Quickstart tul Search recovery in resource groups
Searching all subscriptions. Change subscription filter.

H 1 1
Wind i} Help us improve search!

oI

Provision Windows Server, SOL Server, SharePoint WMs

m Linux Virtual Machines 2

king Provision Ubuntu, Red Hat, CentOs, SUSE, CoreO5 ViMs

lv"':.t App Service @
‘é Create Web Apps using JMET, Java, Nodejs, Python, PHP

Figure 38 Opening Recovery Services Vaults in Azure

4. Onthe Recovery Services vaults page, click on Create Recovery Services vaults.
5. Give the vault a name and select an existing or create a new resource group, and click Create.
The vault is created within a couple minutes, if it doesn’t appear then click Refresh.
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Figure 39 Creating a Recovery Services vault in Azure

6. Click on the vault just created. Under Getting Started in the left pane, click Backup

7. The Backup goal page opens. Enter On-premises and Files and folders, click OK

Getting started with backup 8O X

Where is your workload running?

1 Backup goal 3 On-premises w
Select
What do you want to backup?
Files and folders w
2 v Files and folders

Hyper-V Virtual Machines
VMware Virtual Machines

Microsoft SQL Server

)

Microsoft SharePaint
Microsoft Exchange
System State

Bare Metal Recovery

Figure 40 Setting options in the Backup Goal wizard

8.

Azure provides a list of steps to follow, to configure your environment to meet the backup goals

specified.
Note: These steps are being done on the edge server, so the download is local, and the
credentials download applies only to the computer connected to the Azure portal website.
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g started with backup repare infrastructure

Recovery Services Agent
Please follow the steps mentioned below.

‘I Backup goal v
On-premises
1. Install Recovery Services agent
2 Prepare infrastructure >
Instructions Essentials

2. Download vault credentials to register the
server to the vault. Vault credentials will

expire after 2 days.
Download

. Schedule backup using Recovery Services
Agent Ul

[

Once the backups are scheduled, you can
use backup jobs page to monitor the
backups. Browse jobs page

You can also Configure Notifications from
alerts page to receive email alerts for
backup failures. Browse alerts page

Figure 41 Guidance from the Azure wizard on preparing the backup environment

9. Follow the guidance provided above by Azure.
a. Click on the link to download the Azure Backup agent.
b. Install it on the edge server.
c. Select the defaults on the agent install wizard.
d. Leave the agent installer final screen open when it completes. Do not click on Proceed
to Registration yet.
10. Download the vault credentials. The credentials provide 2 days to complete registration.
11. Go back to the agent installer final screen, and click on Proceed to Registration.
12. The registration wizard will prompt for the location of the downloaded credentials.
13. The registration information is extracted and displayed, as shown in figure 41.
14. Click Next to continue.
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Register Server Wizard %

Vault Identification

peSilintia oy Select the vault credentials downloaded fram the quick start page in the Microsoft Azure Backup
Encryption Setting Vault.
Serve
Vault Credentials: C:\Admin'\Azure MARS agent\Edge1_Wed Jun 07 2017 VaultCreden | Browse
Backup Vault: Edgel
Region: westus

Subscription Identifier  df0389¢3-0777-40e6-81e5-f3cd766296b3

< Previous MNext > Finish Cancel

Figure 42 Register Server Wizard successfully loaded registration details

15. Enter the encryption pass phrase and the location to save it.

g Register Server Wizar b
Encryption Setting
Vault ldentification Backups are encrypted to protect the confidentiality of your data.
Generate or type a passphrase to encrypt and decrypt backups from this server.

Enter Passphrase (minimum of 16 characters)

|ﬂ"*ﬂ'ﬂ"*‘7" (186) Generate Passphrase

Confirm Passphrase

[ (16)

Enter a location to save the passphrase
|C:\Admin\AZule MARS agent ﬂ

If your passphrase is lost or forgotten, the data cannot be recovered. Microsoft Online
L Services does not save or manage this passphrase. It is strongly recommended you save
your passphrase to an external location like a USB drive or network drive.

< Previous lext > Finish Cancel

Figure 43 Setting the backup passphrase and save location

16. Click Finish to register the server.
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17. After a few minutes, the server shows as successfully registered.

Register Server Wizard
Server Registration
Vault Identification 0 Microsoft Azure Backup is now available for this server.

Encryption Setting

The passphrase was saved to the following file :

I Cicoin ks

agent\Microsoft Azure Recovery Services Agent 6 07 2017 08 41 27 txt

Before your server is backed up you must configure and schedule backup
options.

¥ Launch Microsoft Azure Recovery Services Agent

< Previous Next > | Close I

Figure 44 Successfully registered server with Azure Backup

18. Launch Azure Backup from the Start menu.

@ Microsoft Azure Backup
File Action View Help
&7 HE

rt?% Microsoft Azure Backup supports scheduled backups of files and folders to an online location

“You can also Configure Notifications from Alerts blade to receive email alerts for backup failures. [ggrn More,

Jobs {Activity in the past 7 days, double click on the message to see details)

Microsoft Azure Backu -

A Backu ps have not been configured for this server, Click "Schedule Backup” in the Actions pane to configure backup options and schedule a regular backup.

Jobs Alerts
Time \ Message Description
Status
Last Backup Next Backup Available Recovery Points Last Recovery
Status: - Status: Not Scheduled Total backups: MNone Status:
Time: - Time: - Latest copy: - Time:

| Actions

H
Register Server

¥ Schedule Backup

4 Recover Data

Change Properties
Open Portal
About Microsoft Azure Recov...
& Privacy & Cookies
View 4

H Hep

Figure 45 Azure Backup console
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19. In the backup console, from the right pane, select Schedule Backup to launch the wizard.

20. Follow the Schedule wizard to select files for backup, the schedule, retention settings, and
online or offline type.

21. After the wizard completes, click on Backup Now from the right pane of the backup console to
test the backups.

“ Back Up Now Wizard X

e

Confirmation

m Back Up Now will backup this server using the following settings.

Backup progress Backup Items:

[ C:\Admin\Azure MARS agent\MARSAgentinstaller.exe

Files excluded: None

Server Settings
Network throttling settings:  Not Configured
Proxy server settings: Not Configured
Change Properties

Back Up Cancel

Figure 46 Confirmation of backup job

22. After the backup finishes, the job and status is logged in the backup console. The status of the
backups can also be viewed within the Azure Portal.

Be aware that the first backup will take longer, since it is a full backup of the data. Subsequent
backups will be incremental, and finish much faster.

Windows Firewall

The firewall solution is the Windows 2016 Firewall with Advanced Security. We are running it on a
dedicated VM functioning as a combined VPN / NAT / Firewall server. All traffic, for both the VMs and
the host OS should go through this VM. All VMs and the edge server host OS are using the internal IP of
the VPN VM as their default gateway, to direct traffic through it.
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The physical NIC from the Internet is mapped directly to the external mode virtual switch, and the
connection is not shared with the OS. This isolates internet traffic and sends it directly to the firewall
VM. With this approach, there is only one firewall to manage.

The Windows firewall automatically enables rules for VPN and NAT when those services are installed to
allow their traffic through. However, the steps below should be done to confirm the rules are set, and
that the correct interface is protected.

Follow the steps below to check the firewall configuration on the VPN VM.

1. First, make sure the firewalls on the other VMs and host OS are all off.
Logon to the Firewall VM, and from the start menu, search option, type “firewall”. Select the
Windows Firewall with Advanced Security.

3. Inthe Firewall console, verify the private and domain are off, and only public is enabled. This is
protecting the internet facing connection.

& Windows Firewall with Advanced Security - (] X

File Action View Help
| m HEm

e RISV ERTIN Windows Firewall with Advanced Security on Local Computer Actions

&3 Inbound Rules ~ i . ”

&8 Outbound Rules ‘ SR b s P " indows Firewall with Advan...
Windows Advanced Securt X

8 Connection Security Rules VP it XU, @) Import Policy..

B, Monitoring s, Export Policy...
Overview Restore Default Policy
Domain Profile Diagnose / Repair
%W Windows Firewall s off View »
Private Profile G| Refresh
W Windows Firewall s off | Properties
Public Profile is Active H Hep

& Windows Firewall s on
@ Inbound connections that do not match a nule are blocked
) Outbound connections tha do not match a nule are alowed

Py Wndows Firewall Properties

Getting Started
Authenticate c icat bet comp s

Create connection secusity ndes to specfy how and when connections between computers are authenbicated ar
protected by using intemet Protocol secunty (IPsec).

E’ Connection Securty Rues

View and create firewall rules

Create frewall ndes to allow or block connections to specified programs or ports. You can also allow 3 connectio

£ is sutherticated, or f & comes from an suthorized user. growp, or computer. By defaull, inbound connections an
blocked uniess they match a ruie that alows them, and outbound connections are allowed unless they match ar
blocks them v
< > || < >

Figure 47 View of firewall profiles and status

4. Click on Inbound rules in the left pane. Scroll down and verify the Routing and Remote Access
rules are enabled. This is allowing VPN and routing traffic through the internet facing
connection.
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Figure 48 List of firewall rules, showing RAS protocols allowed

Site-to-site VPN configuration
The VPN setup is dependent on having the edge server VPN VM configured and online, which was

covered in the earlier section.

The VPN server is running as a dedicated VM on both the edge server and in the data center location. It

is a dual-homed VM, since it performs routing, NAT and firewall services. One virtual NIC is connected to

the internal virtual switch and the other is connected to the internet facing virtual switch. The

connection between sites is created by specifying the target external IP address of each VPN VM. It is
secured by the IKEv2 protocol and pre-shared key.

Complete the steps below to configure the VPN connection. The steps will cover setting up one side of
the connection. After one side is complete, repeat the same steps to create the other side.

1.

Provision a VM at the data center environment and prepare the OS as usual. It will need two

virtual NICs added, and IP addresses assigned. One on the private network, one on the internet

facing.

The VPN VMs do not need to be joined to the domain.
During setup of the VPN, turn off the Windows firewall on both VMs. It will be enabled again

later.
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Create a local user account on each VPN VM with a descriptive name such as DCTR-VPN or

EDGE-VPN. These will be used for VPN authentication. Open the properties of the accounts, go

to the Dial-in tab, Network Access Permissions, and choose Allow Access.
Add the Remote Access role, from Server Manager, Add Roles and Features.

w
@
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v
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=
-
m
o)
M
w

Select one or more roles to install on the selected server.
Roles

[] Active Directory Certificate Services

[] Active Directory Domain Services

[] Active Directory Federation Services

[] Active Directory Lightweight Directory Services
[] Active Directory Rights Management Services
[[] Device Health Attestation

[C] DHCP Server

[C] DNS Server

[C] Fax Server

[®] File and Storage Services (1 of 12 installed)
[] Host Guardian Service

] Hyper-v

[C] MultiPoint Services

[C] Network Controller

[C] Network Policy and Access Services

[] Print and Document Services

v

[C] Remote Desktop Services

DESTINATION SERVER
Edge-VPN

Description

Remote Access provides seamless
connectivity through DirectAccess
VPN, and Web Application Proxy.
DirectAccess provides an Always On
and Always Managed experience.
RAS prowides traditional VPN
services, including site-to-site
(branch-office or cloud-based)
connectivity, Web Application Proxy
enables the publishing of selected
HTTP- and HTTPS-based
applications from your corporate
network to client devices outside of
the corporate network. Routing
provides traditional routing
capabiiities, including NAT and other
connectivity options. RAS and
Routing can be deployed in single-

tanant ar midti-tanant mads

Figure 49 Adding the Remote Access role

6. Check the DirectAccess and VPN (RAS) and Routing check boxes. The solution does not use
DirectAccess, however Microsoft groups both features together so both are installed.

Select the role services to install for Remote Access
Role services
[] DirectAccess and VPN (RAS)

SilRouting

[C] Web Application Proxy

DESTINATION SERVER
Edge-VPN

Description

Routing provides support for NAT

Routers, LAN Routers running BGP,
RIP, and multicast capable routers

{(IGMP Proxy)

Figure 50 Selecting role services to install for VPN support

7. After the role installation finishes, click on the link Open the Getting Started Wizard.
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DESTINATION SERVER

Installation progress ageoN

View installation progress

@ Feature instailation
—_—
Configuration required. Installation succeeded on Edge-VPN.

Remote Access
DirectAccess and VPN (RAS)
Configure the role
Open the Getting Started Wizard

Routing
[ resuis [ O ——

Role Administration Tools
Remote Access Management Tools
Remote Access GUI and Command-Line Tools
Remote Access module for Windows PowerShell

Figure 51 Installation complete, ready to start the configuration wizard

8. Inthe getting started wizard, select Deploy VPN only.

&2 Configure Remote Access X

Welcome to Remote Access
Use the options on this page to configure DirectAccess and VPN.

—> Deploy both DirectAccess and VPN (recommended)

Configure DirectAccess and VPN on the server, and enable DirectAccess client computers. Allow
remote client computers not supported for DirectAccess to connect over VPN,

— Deploy DirectAccess only

Configure DirectAccess on the server, and enzble DirectAccess client computers.

—> Deploy VPN only
Configure VPN using the Routing and Remote Access console. Remote client computers can
connect over VPN, and multiple sites can be connected using VPN site-to-site connections. VPN
can be used by clients not supported for DirectAccess.

Figure 52 View of getting started wizard, configuration options

9. After selecting VPN only, the Routing and Remote Access console opens.
10. Right click the server name, and select Configure and Enable Routing and Remote Access.
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Y Routing and Remote Access

File Action View Help

o | 2 XE c|Hem

= Routing and Remote Access
&3 Server Status
v %) VMVPN-NAT (local
E Network Interfa
E Ports Disable Routing and Remote Access
=] Remote Access Enable DirectAccess...
-y Remote Access

gured on This Server

: Routing and Remote Access Server Setyl
m in the console tree, and then on the Ad|

Configure and Enable Routing and Remote Access

E Pud All Tasks >
e View >
Delete

mote access to your clients. You can use r|
Refre<h ~actAccess on this server. Using DirectAcc
sorate network. To enable DirectAccess o1
ting the "Enable DirectAccess..." option or

Propesties on the left.

Help

Figure 53 Start configuring routing and VPN services

11. Select Custom Configuration on the next screen.
12. On the next screen select VPN access, Demand-dial connections and NAT.
13. Click Finish and then Start Service.

Completing the Routing and Remote Access
Server Setup Wizard

= R})uting and Remote Access
f Server Status
) VMVPN-NAT (local)

smote
Routing and Remote Access

Start the service L

A

The Routing and Remote Access service is ready to use.
ver.

[Sotsemice] _coms ||

After you close this wizard, configure the selected services
n the Routing and Remote Access console

To close this wizard, click Finish.

Figure 54 Complete the setup wizard and start the services

14. Right click Network Interfaces, and select New Demand-dial interface.

15. Enter the interface name. Use the same name as the account that was created earlier, such as
DCTR-VPN.

16. On the connection type screen, choose Connect using virtual private networking (VPN).

17. At the VPN type screen, choose IKEv2.



18. On the destination address screen, enter the external IP address of the VPN VM at the other
site.

19. Select Route IP packets on this interface and Add a user account so a remote router can dial in.

Demand-Dial Interface Wizard X
Protocols and Security -
Select transports and security options for this connection g/J

Select 3l that apply

[V Route IP packets on this interface

[V Add a user account so a remote router can dial in
-

< Back Next > Cancel

Figure 55 Selecting transport and security options for the connection

20. Add a static route. This is the network ID of the target private subnet at the other site. It allows

routing of packets to that subnet. Be sure to use the correct format, as shown in figure 55. The

metric value is not critical; 10 to 20 range is fine.
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Static Routes for Remote Networks -
A static route is a manually defined, permanent route between two networks gJ !

pant jce Na

To activate this demand dial connection, you must add a static route to the network, Specffythe  o.of
IP address of the remote networks this network wil communicate with

Static Routes rosoft
Destination Network Mask/Prefix length = Metric
Static Route X
(® Remote Network Support using |Pv4
Destination [192 . 168. 71 . 0 |
M| Rel ok ek 255 . 255 25 0 |
Metric: [ﬁ

(O Remote Network Support using IPv6

l

[ | oo

Figure 56 Setting static routes to the target site’s subnet

21. Enter the Dial in credentials, which is the local Windows account created earlier.
22. Enter the Dial out credential, this is the account on the target, remote site VPN VM created

earlier.
23. The following message may appear regarding the account, click yes to use the account.

Network Connections

. . A user account named VPNsite] already exists on the local computer.
Should the demand-dial interface be configured to use this user
account?

Yes I No

Figure 57 Confirm use of existing account created previously

24. Right click the Demand dial interface just created and select properties, the following screen
opens. Set the IKEv2 preshared key. This is just a string of characters, similar to a password.
Write it down, it will be needed to configure the other side later.
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Network Interfaces

LAN and Demand Dial Interfaces Type Status Connection State Device Name
F..VPNsiteZ Demand-dial Enabled Disconnected
asl.oopback 3 VPNsite2 P R % nected
‘.?-,"'lntemal d el Properties nected Microsoft Hyper-V Network Adapter
e
;,almemal General Options  Securty  Netw nected
Ty Corpnet nected Microsoft Hyper-V Network Adapter

Type of VPN:

IKEv2 v

[ Ad J Set
Data encryption:
Require encryption (disconnect i server decines) v
Authentication

(O Use Extensible Authentication Protocol (EAP)

Propeties
(O Use machine certfficates
Verify the Name and Usage attributes of the server's
cedificate
(®) Use preshared key for authentication
e e ]

Figure 58 Configuring the IKE v2 preshared key on the Security tab of interface properties

25. Go to the Options tab, and set the connection to Persistent. Click OK to save.

LAN and Demand Dial Interfaces Type Status Connection State Device Name
F.QVPNsiteZ Demand-dial Enabled Disconnected
Eﬁ?‘“"b“" 3 VPNsite2 Properties X ke "
E?lntemal ected Microsoft Hype
57 Internal General Options  Secuty Networking ected
22 Corpnet ected Microsoft Hyps
Connection type
(O Demand-dial
idle tme before hanging up: never
(@) Persistent connection
Dialing policy
Redal attempts: 0 =
Average redial intervals: | 1 minute v

Figure 59 Set the connection to persistent from the Options tab

26. Repeat the above steps to configure the other side of the VPN connection.

27. After the configuration is complete on both sides, right click the connection in the list of
interfaces, and select Connect. This can be done from either side. The connection should show
connected and remain connected since it is set to persistent.
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E Routing and Remote Access
File Action View Help
I EEE

E Routing and Remote Access MNetwork Interfaces
E_] Server Status

- E!.) EDGE-VPN (local) N and Dermand Di... Status Connection State  Device Name
T Network Interfaces 1P VP Nsite? Demand-dizl Enabled Connected
& Ports ﬂf?Loopback Loopback Enabled Connected
T Remote Access Clients (I 27 Intemal nic Dedicated Enabled Connected Microsoft Hyper-V Metwork
=3 Remote Access Legging ‘.'Lf‘lntemal Internal Enabled Connected
v B P 7 Corpnet Dedicated Enabled Connected Microsoft Hyper-V Metwork
= Genenl

& Static Routes
= DHCP Relay Agent
= IGMP
5 NAT
= Ipvé

Figure 60 View of successfully connected VPN connection

Configure NAT

This section continues within the Routing and Remote Access management console. Follow the steps
below to configure network address translation (NAT) to allow the internal VMs to access the internet
through the VPN routing VM.

1. Check the list of Network interfaces in the console, and confirm which one is internal and which
is external. See figure 59 above.

Right click on NAT in the left panel under IPv4, and choose New Interface.

Select the internal interface from the list and click Ok.

Select Private interface connected to private network, click OK.

Right click again on NAT, and select New Interface.

This time select the external interface, click OK.

Select Public interface connected to internet, and check the box Enable NAT on this interface.

NouvswbN

NAT is now configured. Internet requests from clients on the internal network will be sent out
through the external interface.

8. On both the edge server and data center, set the default gateway on the VMs and host OS to
the internal IP address of the VPN VM. This will route all site-to-site and internet traffic out
through the VPN VM.

9. Enable the Windows Firewall on the VPN VM for the public interface only, and only on the edge
server. The data center side uses the corporate firewall not the Windows firewall.
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As new sites are added, additional VPN connections will need to be configured in the same

manner.

Overview of Azure Pack portals

Admin portal

The admin portal is designed for the IT Administrators to manage the entire Azure Pack environment
and integration with the underlying System Center resources. This portal is where user accounts are
created, and resources are assigned to tenants. Plans are created and assigned to tenants, which
control what the tenants have access to. Overall resources for the environment are managed and

capacity can be monitored and controlled.

The following screens provide an overview of the admin portal.

Service Management Portal ‘ v /AP\Administrator

vm clouds
“ CLOUDS VIRTUAL MACHINES NETWORKS AUTOMATION GALLERY
NAME STATUS VIRTUAL MACHINES CORES MEMORY (MB) STORAGE (GB) el
4 ymigsomm.lenovow... 4/ Ready 2 0f 14 (14%) 4 0f 63 (5% 8192 of 196608 (4%) 254 of 8023 (3%)
Cloud1s +/ Ready 0 of 8 (05) 0 of 50 [0%) 0 of 131072 (0%) 0 of 4085 (0%)
Prild-Cld2 v Ready 2of6033%) 4 of 18 2236 8192 of 65536 (13%) 254 of 3958 (6%)

B
a8
Fo;
2
)
@

o
:
J

Figure 61 View of VM Clouds configured and their status
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Service Management Portal | @ Lenov

vm clouds

&3 CLOUDS  VIRTUAL MACHINES NETWORKS AUTOMATION GALLERY

NAME CONTAINS USER ACCOUNT EQUALS

0 Showing results from Wed Jun 07 2017 22:3%:18 GMT-0700 (Pacific Standard Time)

NAME STATUS USER ACCOUNT VMM SERVER CLouD SUBSCRIFTION TYPE
Edge-WVPN +/ Running userl@customer.com  vmiBscovmm.lenovow... Prild-Cld2 402a1af4-cf5e4c78-b... Standalone
test3 W Stopped user «com  vm16s et Prtld-Cld2 402alatd.cf5e-4c78-b... Standalone

USER ACCOUNTS

1
' l REQUEST MANAGEME...
a?

SNINE CLOUD SECURI..
Y

n USER COSTS

wh nEW

Figure 62 View of VMs deployed at a remote site. Click on one to administer or connect to it

agement Portal

vm deploy prtld

DASHBOARD SUBSCRIPTIONS SETTINGS ADVERTISE

VM Deploy Prild
@ PLAN IS PUBLIC  Customers can sign up to this plan.

@ oanvsicnup count @ TOTAL SIGN UP COUNT RELATIVE v TDAYS

Jun01 Jun 02 Jun03 Jun 04 Jun 05 Jun 08 Jun 07

plan services

NAME STATUS. STATE INSTANCE NAME

OQritaar@e

> o Adive Configured Virtual Machine Clouds

add-ons

There are no add-ons linked to this plan, Link an add-on

Figure 63 View of a sample plan, usage statistics and management options along the lower pane

dministrator

Administrator

v

Jun 08
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ce Management Portal | @ LENOVOWAP\Administrator

userl@customer.com

@ ACTIVE  Account is successfully provisioned and can be used.
useri@custom...

manage account subscriptions

z

SUBSCRIPTIONS STATUS ROLE PLAN ENROLLMENT DATE pel

41772017 2:43:18 PM

7

Evlriinsaa

user accounts

ACCOUNTS NOTIFICATIONS CONFIGURE

configuration

REQUIRED PASSWORD STRENGTH WEAK STRONG

Password must be at least 8 and at most 128 characters in length and contain
characters from at least two of the following categories:

- English uppercase characters (A through Z)

- English lowercase characters (a through 2)

- Base 10 digits (0 through 9)

- Non-zlphabetic characters {for sample |, 5, %, %)

TEMANT SELF-SERVICE SUBSCRIPTION MANAGEMENT | DISABLE [Eaiii:zi3

(i R s ACCOUNT VALIDATION REQUIRED YES n
KX vseroosts

FORGOT PASSWORD ENABLED YES n

e nEw

Figure 65 User account and security policy configuration options



Tenant Portal

The tenant portal is designed for use by the tenant administrators. The tenant administrators are
expected to be system administrator level staff. The intuitive interface and controlled resources also
help make the solution easily manageable by less experienced IT staff.

After a tenant administrator logs in to the tenant portal they can view the services available to them.
They have several options to configure their own environment, such as deploying and managing VMs,
creating logical networks, taking checkpoints, etc.

What is available within the tenant portal depends on what has been provisioned for each tenant from
the Azure Pack admin portal. This could include SQL databases, other applications or web site creation
options.

The following screens provide an overview of the tenant portal.

Unlimited Possibilities

The future of cloud computing is @ your fingertips!

= Rich and powerful services
= Effortless management experience
= Open and flexible platform

= Quickly build, deploy and manage applications across a global network

Figure 66 Azure Pack Tenant Portal login screen. Page can be customized with tenant logo or graphics
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virtual machines

NAME STATUS SUBSCRIPTION TYPE INSTANCES CREATION TIME
= &/ Running VM Deploy Prtld Standalone 1 S/17/2017 12:33:42 PM
B Stopped VM Deploy Prtld Standalone 1 5/16/2017 11:44:24 AM
MY ACCOUNT
»¢ n O [ ]
Figure 67 VMs deployed at remote site, with the administration options along the lower pane
Service Management Portal @ user@custon
R e my account
@ VIRTUAL MACHINES &3 SUBSCRIPTIONS ADD-ONS MANAGEMENT CERTIFICATES ADMINISTRATORS
<.“ NETWORKS
[}
Manage Your Account
@ Mvaccount
. I Here are a few options to manage your account
+ Management Certificate
Upload management certificate
A Add Plan
@,
N9 | Signup for an additional plan
W Delete Account
Click here to delete your account

Figure 68 User options for managing their account

ser|@customer.com

P
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Service Management Portal

BB my account

@ &3  SUBSCRIPTIONS ADD-ONS MANAGEMENT CERTIFICATES ADMINISTR

Manage Your Account

3 VIRTUAL MACHINE ROLE , QUICK CREATE NAME

TEMPLATE

STANDALONE VIRTUAL MACHINE | FROM GALLERY

VIRTUAL NETWORK Port VM templ

Port WM templ
Port VM templ - Medium

mew

CREATE VM INSTANCE v/

Figure 69 Deploying a new VM, selecting a size and location
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Appendix A. Bill of Materials

There are two configurations for the Lenovo System x3650 M5, a medium and a large, depending on the

system resources required. The data center side of the solution requires a minimum of two systems for

the Microsoft Failover Cluster. The remote sites each have a single system. Below are the Bill of

Materials for both sizings.

Edge Cloud Medium Configuration

Lenovo

Qty Part Product Description
number
1 8871AC | EdgeCloud_medium_WS16 : Lenovo System x3650
1 M5

1 ATDY 2.5" Flexible Base (up to 24x 2.5") w/o Power
Supply

1 ATFC Addl Intel Xeon Processor E5-2609 v4 8C 1.7GHz
20MB 1866MHz 85W

1 ATEM Intel Xeon Processor E5-2609 v4 8C 1.7GHz 20MB
Cache 1866MHz 85W

8 ATC8 8GB TruDDR4 Memory (1Rx4, 1.2V) PC4-19200 CL17
2400MHz LP RDIMM

1 A5GH System x3650 M5 Rear 2x 2.5" HDD Kit
(Independent RAID)

1 A5G6 x3650 M5 8x 2.5" HS HDD Assembly Kit (Single
RAID)

1 A3YY N2215 SAS/SATA HBA

1 A45W ServeRAID M1215 SAS/SATA Controller

5 AATX 1TB 7.2K 6Gbps NL SATA 2.5" G3HS HDD

2 AT89 300GB 10K 12Gbps SAS 2.5" G3HS HDD

2 A578 240GB SATA 2.5" MLC G3HS Enterprise Value SSD

1 A5GZ Broadcom NetXtreme 2x10GbE BaseT Adapter

1 A1ML Integrated Management Module Advanced
Upgrade

1 AS5FV System x Enterprise Slides Kit

1 ATE4 System x3650 M5 Planar BDW
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1 ATE6 x3650 M5 Front 10 Cage Std. (3x USB, Optional
LCD/Optical drive)

1 ATE7 System x3650 M5 2.5" Bezel without LCD Light Path

1 ATEA System x3650 M5 EIA L - Blank

1 A5KG 9.5mm Ultra-Slim SATA DVD-ROM

1 3797 1.5m Green Cat5e Cable

1 A5EU System x 750W High Efficiency Platinum AC Power
Supply

1 6311 2.8m, 10A/100-250V, C13 to IEC 320-C14 Rack
Power Cable

1 A5V7 System x3650 M5 ODD Cable for 2.5" Model

4 ATEC System x3650 M5 Single Rotor Fan

1 ASFT System x3650 M5 Power Paddle Card

1 A5G1 System x3650 M5 EIA Plate

1 A5V4 System x3650 M5 Right EIA

1 AUK7 Enable TPM 2.0 and Secure Boot

1 5977 Select Storage devices - no configured RAID
required

1 A5FZ System x3650 M5 Riser Filler

1 ATG2 System Documentation and Software-US English

1 A483 Populate and Boot From Rear Drives

1 ATGF System x3650 M5 WW Packaging

1 9206 No Generic Preload Specify

1 A4C2 HDD Filler ASM GEN 3 Single Filler

1 9205 Drop-in-the-Box Specify

1 ATE3 System x3650 M5 System Level Code

1 ATE1 System x3650 M5 Single Rotor Fan Cage

1 ATE2 System x3650 M5 System Agency Label

1 ASQA System x3650 M5 Rear 2x 2.5" HDD Label
(Independent RAID-Riserl)

1 ATRG System X M5 rear USB Port Cover

2 A2HP Configuration ID 01

2 A4EL HDD Filler ASM GEN 3 Quad Filler

1 AlL7 CFF Power Supply Filler

1 A5HO 2U Bracket for Broadcom NetXtreme 2x10GbE
BaseT Adapter

1 9201 Windows Specify

1 5374CM | 5374CM1 : Configuration Instruction

1

1 A5M2 ServeRAID M1215 SAS/SATA Controller Upgrade
Placement

1 A2HP Configuration ID 01
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A2JX

Controller 01

5374CM | 5374CM1 : Configuration Instruction

1

A2HP Configuration ID 01

A46U N2215 SAS/SATA HBA Placement

A2JY Controller 02

5372SW | HIPO : xSeries HIPO

X

AXUG Windows Svr 2016 Datacenter (16 core)-MultiLang
(not preinstalled)

A86Y 8871-AC1 Routing Code

01GX54 | Lenovo servicesl : 3Y Tech Install Parts 24x7x4

6 Response

5731W1 | Operating system : Windows Server 2016

6

V2MUB | Per 16 Cores W2016 Dtc 16C ML NoPreinstal

G

3523 Drop-in-the-Box

3444 Serial Number Only
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Edge Cloud Large Configuration

Lenovo

Qty Part Product Description
number
1 8871AC | EdgeCloud_large_WS16 : Lenovo System x3650 M5
1
1 ATDY 2.5" Flexible Base (up to 24x 2.5") w/o Power
Supply
1 ASEE Intel Xeon Processor E5-2630 v3 8C 2.4GHz 20MB
Cache 1866MHz 85W
1 A5EK Addl Intel Xeon Processor E5-2630 v3 8C 2.4GHz
20MB 1866MHz 85W
16 ATC8 8GB TruDDR4 Memory (1Rx4, 1.2V) PC4-19200 CL17
2400MHz LP RDIMM
1 A5GH System x3650 M5 Rear 2x 2.5" HDD Kit
(Independent RAID)
1 A5G6 x3650 M5 8x 2.5" HS HDD Assembly Kit (Single
RAID)
1 A3YY N2215 SAS/SATA HBA
1 A4A5W ServeRAID M1215 SAS/SATA Controller
2 AT89 300GB 10K 12Gbps SAS 2.5" G3HS HDD
4 AT80 2TB 7.2K 12Gbps NL SAS 2.5" G3HS HDD
2 ATOM 400GB Enterprise Mainstream 12Gb SAS G3HS 2.5"
SSD
1 A5GZ Broadcom NetXtreme 2x10GbE BaseT Adapter
1 A1ML Integrated Management Module Advanced
Upgrade
AS5FV System x Enterprise Slides Kit
ATE4 System x3650 M5 Planar BDW
ATE6 x3650 M5 Front IO Cage Std. (3x USB, Optional
LCD/Optical drive)
ATE7 System x3650 M5 2.5" Bezel without LCD Light Path
ATEA System x3650 M5 EIA L - Blank
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A5KG

9.5mm Ultra-Slim SATA DVD-ROM

3797 1.5m Green Cat5e Cable
A5EU System x 750W High Efficiency Platinum AC Power
Supply
2 6311 2.8m, 10A/100-250V, C13 to IEC 320-C14 Rack
Power Cable
1 A5V7 System x3650 M5 ODD Cable for 2.5" Model
1 ATEE System x3650 M5 Dual Rotor Fan Cage
4 ATEB System x3650 M5 Dual Rotor Fan
1 ASFT System x3650 M5 Power Paddle Card
1 A5G1 System x3650 M5 EIA Plate
1 A5V4 System x3650 M5 Right EIA
1 AUK7 Enable TPM 2.0 and Secure Boot
1 5977 Select Storage devices - no configured RAID
required
1 A5FZ System x3650 M5 Riser Filler
1 ATG2 System Documentation and Software-US English
1 A483 Populate and Boot From Rear Drives
1 ATGF System x3650 M5 WW Packaging
1 9206 No Generic Preload Specify
2 A4C2 HDD Filler ASM GEN 3 Single Filler
1 9205 Drop-in-the-Box Specify
1 ATE3 System x3650 M5 System Level Code
1 ATE2 System x3650 M5 System Agency Label
1 ASQA System x3650 M5 Rear 2x 2.5" HDD Label
(Independent RAID-Riser1)
1 ATRG System X M5 rear USB Port Cover
2 A2HP Configuration ID 01
2 A4EL HDD Filler ASM GEN 3 Quad Filler
1 AlL7 CFF Power Supply Filler
1 A5HO 2U Bracket for Broadcom NetXtreme 2x10GbE
BaseT Adapter
1 9201 Windows Specify
1 5374CM | 5374CM1 : Configuration Instruction
1
1 A5M2 ServeRAID M1215 SAS/SATA Controller Upgrade
Placement
A2HP Configuration ID 01
A2JX Controller 01
1 5374CM | 5374CM1 : Configuration Instruction
1
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A2HP Configuration ID 01

A46U N2215 SAS/SATA HBA Placement

A2JY Controller 02

5372SW | HIPO : xSeries HIPO

X

AXUG Windows Svr 2016 Datacenter (16 core)-MultiLang
(not preinstalled)

A86Y 8871-AC1 Routing Code

01GX54 | Lenovo servicesl : 3Y Tech Install Parts 24x7x4

6 Response

5731W1 | Operating system : Windows Server 2016

6

V2MUB | Per 16 Cores W2016 Dtc 16C ML NoPreinstal

G

3523 Drop-in-the-Box

3444 Serial Number Only
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