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Chapter 1. Workflows for ThinkSystem Storage Manager

The workflow guide provides workflows for some of the new functions that are introduced in ThinkSystem
Storage Manager.

ONTAP 9.17.1

Workflows that are introduced or enhanced in Storage Manager 9.17.1 are included in the guide of Cluster
Management Using ThinkSystem Storage Manager. The following workflow is introduced in Storage
Manager 9.17.1:

e Autonomous Ransomware Protection for SAN based workloads

¢ New enhanced GUI resulting in multiple changes to links and layout
e Support for DS7200, DS5200 DS3200, and DS5200C

ONTAP 9.16.1

Workflows that are introduced or enhanced in Storage Manager 9.16.1 are included in the guide of Cluster
Management Using ThinkSystem Storage Manager. The following workflow is introduced in Storage
Manager 9.16.1:

e Autonomous Ransomware Protection with Al

e NVMe/TCP over TLS 1.3

e Support taking snapshots of ONTAP S3 buckets

e Multiprotocol S3 bucket supports multipart upload

¢ FlexGroup advanced capacity distribution

¢ NVMe namespace deallocation enabled by default

e Support for new dark mode of Storage Manager view

e Support for DM7200F, DM5200F, DM3200F, DM5200H, DG7200 and DG5200

ONTAP 9.15.1

Workflows that are introduced or enhanced in Storage Manager 9.15.1 are included in the guide of Cluster
Management Using ThinkSystem Storage Manager. The following workflow is introduced in Storage
Manager 9.15.1:

e Support for SnapMirror Active Sync (previously called SMBC)
® [ncreased limit for volumes in a consistency group

¢ Persistent reservations for VMware virtual volumes with WSFC
e Support for NFSv3 over RDMA

¢ FPolicy support for NFSv4

e Support for AutoSupport delivery using SMTP over TLS

ONTAP 9.14.1
Workflows that are introduced or enhanced in Storage Manager 9.14.1 are included in the guide of Cluster

Management Using ThinkSystem Storage Manager. The following workflow is introduced in Storage
Manager 9.14.1:

e Support for NFSv4.1 session trunking
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Support for multiple MetroCluster IP configurations on the same SN2100 switch

Support for nondisruptive transitions of workloads and data from an existing MetroCluster FC
configuration to a new MetroCluster IP configurations using a shared switch

Support for object locking based on user roles and lock retention period
Support for consistency group operations with the CLI

Support for NVE on SVM root volumes

Enhanced support to core OAuth 2.0

Enhanced support for Autonomous Ransomware Protection

Increase in usable aggregate space on FAS platforms

Change in reporting of physical used space in TSSE volumes

Support for SnapMirror failover rehearsal using Storage Manager

Support for editing or deleting ports in a broadcast domain using Storage Manager
Support for S3 bucket lifecycle management using Storage Manager
Support for assigning tags to clusters and volumes using Storage Manager

ONTAP 9.13.1

Workflows that are introduced or enhanced in Storage Manager 9.13.1 are included in the guide of Cluster
Management Using ThinkSystem Storage Manager. The following workflow is introduced in Storage
Manager 9.13.1:

Support for Multi-Admin Verification

Support for DM3010H

Enhanced suppport for managing consistancy groups

Support for Asynchronous SnapMirror with consistancy groups

Support for eight node MetroCluster IP configurations

Support for Mediator assisted automatic unplanned switchover due to environmental shutdown
Support for four node MetroCluster IP configuration upgrades using switchover and switchback
Increased data LIF limits

Support for S3 bucket lifecycle management

Support for Multi-admin verify functionality with Autonomous Ransomware Protection

Support for automatic transition from learning to active mode with Autonomous Ransomware Protection
Support for Autonomous Ransomware Protection of FlexGroup volumes

Support for sequential packing using temperature-sensitive storage efficiency on AFF platforms
Option to enable File System Analytics by default

Support for temperature-sensitive storage efficiency

ONTAP 9.12.1

Workflows that are introduced or enhanced in Storage Manager 9.12.1 are included in the guide of Cluster
Management Using ThinkSystem Storage Manager. The following workflow is introduced in Storage
Manager 9.12.1:

FlexGroup Rebalance
NFS v4 session trunking
12 Node NVMe support
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¢ 30000 Cluster Volume limit

¢ File\Object Multi-Protocol support
* ONTAP security hardening

¢ Replicated ARP training

e Easy FPolicy training

e SM-BC enhancements

ONTAP 9.11.1

Workflows that are introduced or enhanced in Storage Manager 9.11.1 are included in the guide of Cluster
Management Using ThinkSystem Storage Manager. The following workflow is introduced in Storage
Manager 9.11.1:

¢ Introduction of Insights feature

e Manual tier creation allowed in Storage Manager

¢ Enhancements for Consistency Groups

¢ Introduction of FlexGroup rebalancing

¢ Consistency group enhancements

¢ Multiple Admin support

e Additional systems added to hardware visualization for DM3000H, DM5000H, and DM7000H

ONTAP 9.10.1

Workflows that are introduced or enhanced in Storage Manager 9.10.1 are included in the guide of Cluster
Management Using ThinkSystem Storage Manager. The following workflow is introduced in Storage
Manager 9.10.1:

¢ Ransomware Detection

e S3 SnapMirror support for DR

¢ Enhancements for Consistency Groups

¢ Enhancements for EMS Notification Management

¢ Certificates can be managed from Storage Manager
e Enhancements for ONTAP file analytics

ONTAP 9.9.1

Workflows that are introduced or enhanced in Storage Manager 9.9.1 are included in the guide of Cluster
Management Using ThinkSystem Storage Manager. The following workflow is introduced in Storage
Manager 9.9.1:

¢ Full Support for SnapMirror Synchronous relationships
e Enhanced Error and Warning messages in Dashboard
e Hardware visualization support in Storage Manager

¢ Fast directory delete with Storage Manager

¢ SVM DR support for FlexGroup volumes

¢ Single LUN performance enhancement

ONTAP 9.8

Chapter 1. Workflows for ThinkSystem Storage Manager
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Workflows that are introduced or enhanced in Storage Manager 9.8 are included in the guide of Cluster
Management Using ThinkSystem Storage Manager. The following workflow is introduced in Storage
Manager 9.8:

Full support for S3 object storage with on-prem ONTAP.

Support for SnapMirror Business Continuity.

Support for new status dashboard showing network and storage health.
Support for NFS 4.2

ONTAP 9.7

Workflows that are introduced or enhanced in Storage Manager 9.7 are included in the guide of Cluster
Management Using ThinkSystem Storage Manager. The following workflow is introduced in Storage
Manager 9.7:

New simplified user experience for ThinkSystem Storage Manager as default.

ONTAP 9.6

Workflows that are introduced or enhanced in Storage Manager 9.6 are included in the guide of Cluster
Management Using ThinkSystem Storage Manager. The following workflow is introduced in Storage
Manager 9.6:

MetroCluster switchover and switchback

Starting with Storage Manager 9.6, you can use MetroCluster switchover and switchback operations to allow
one cluster site to take over the tasks of another cluster site. This capability allows you to facilitate
maintenance or recovery from disasters.

Cluster Management Using Storage Manager 9.6

ONTAP 9.5

Workflows that are introduced or enhanced in Storage Manager 9.5 are included in the guide of Cluster
Management Using ThinkSystem Storage Manager. The following workflow is enhanced in Storage Manager
9.5:

Setting up NVMe protocol

In Storage Manager 9.5, when you set up the NVMe protocol for a storage virtual machine (SVM), you must
ensure that at least one LIF is configured for each node in an HA pair.

Cluster Management Using Storage Manager 9.5

ONTAP 9.4

Workflows that are introduced or enhanced in Storage Manager 9.4 are included in the guide of Cluster
Management Using ThinkSystem Storage Manager. The following workflow is introduced in Storage

Manager 9.4:

Setting up NVMe protocol
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You can set up the NVMe protocol for a storage virtual machine (SVM) by using Storage Manager. After the
NVMe protocol is enabled on the SVM, you can provision namespaces and assign the namespaces to a host
and a subsystem.

Cluster Management Using Storage Manager 9.4

Workflows that are introduced or enhanced in Storage Manager 9.4 are included in the guide of Cluster
Management Using ThinkSystem Storage Manager. The following workflows are introduced in Storage
Manager 9.4:

Setting up SAML authentication

You can set up Security Assertion Markup Language (SAML) authentication so that remote users are
authenticated through a secure identity provider (IdP) before they log in to Storage Manager.

Setting up peering

Setting up peering involves creating intercluster logical interfaces (LIFs) on each node, creating cluster
peering relationship, and creating SVM peering relationship.

Cluster Management Using Storage Manager 9.4

Workflows are provided for the following functionalities that were introduced or enhanced in Storage
Manager 9.4:

Chapter 2 “Setting up a cluster by using ThinkSystem Storage Manager ” on page 7

Provides information about creating a cluster manually or by using a template file, setting up the network,
providing storage recommendation, creating an aggregate, and creating an SVM by using Storage Manager.

Workflows are provided for the following functionalities that were introduced or enhanced in Storage
Manager 9.4:

Chapter 2 “Setting up a cluster by using ThinkSystem Storage Manager ” on page 7

Provides information about creating a cluster and setting up node management networks, cluster
management networks, and AutoSupport messages and event notifications by using Storage Manager.

Chapter 5 “Managing FlexGroup volumes using Storage Manager” on page 15

Provides information about creating FlexGroup volumes, editing the properties of existing FlexGroup
volumes, resizing FlexGroup volumes, changing the status of FlexGroup volumes, and deleting FlexGroup
volumes.

Chapter 1. Workflows for ThinkSystem Storage Manager 5


http://pubs.lenovo.com/storage-manager-94/
http://pubs.lenovo.com/storage-manager-94/

6  Cluster Management Workflows for ThinkSystem Storage Manager



Chapter 2. Setting up a cluster by using ThinkSystem Storage
Manager

You can use ThinkSystem Storage Manager to set up the cluster automatically by entering values in a guided
setup.

Before you begin

¢ You must have configured the node management IP addresses for at least one node.
¢ Nodes must be in the default mode of HA.

¢ Nodes must be of the same version.

¢ All of the nodes must be healthy, and cabling for the nodes must be set up.

¢ The cabling and connectivity must be in place for your cluster configuration.

¢ You must have sufficient cluster management, node management, Service Processor IP addresses, and
gateway and netmask details.

¢ |[f the cluster interface is present on a port, then that port must be present in the cluster IPSpace.
About this task

Setting up a cluster manually includes creating a cluster, setting up node management and cluster
management networks, and enabling AutoSupport messages.

Create a cluster

'

Set up the network

'

Set up the support

:

Finish

Setting up the cluster manually

You can use Storage Manager to manually setup the cluster by creating a cluster, setting up the node
management and cluster management networks, and setting up event notifications.

Creating a cluster

You can use ThinkSystem Storage Manager to create and set up a cluster in your data center.
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About this task
Step 1. Open the web browser, and then enter the node management IP address that you have configured:
https://node-management-IP
¢ If you have set up the credentials for the cluster, the Login page is displayed.
You must enter the credentials to log in.

¢ If you have not set up the credentials for the cluster, the Guided Setup window is displayed.

Click the Guided Setup icon to set up a cluster.
Step 2. In the Cluster page, enter a name for the cluster.

Note: If all the nodes are not discovered, click Refresh.
The nodes in that cluster network are displayed in the Nodes field.
Step 3. Optional: If desired, update the node names in the Nodes field.
Step 4. Enter the password for the cluster.
Step 5. Add cluster IP, Subnet Mask, and Gateway.
Step 6. Add an additional Node IP address.
Step 7. Click the blank box next to AutoSupport enable or NTP if you want to enable the service.
Step 8. Click Submit.

After you finish

Enter the network details in the Network page to continue with the cluster setup.
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Chapter 3. Setting up the network

You can use Storage Manager to set up the network for accessing data from storage virtual machines
(SVMs) and managing SVMs. You must create a broadcast domain by using any type of port (VLANSs,
physical ports, or interface groups) and then create a subnet and a network interface.

What types of ports
< willbeusedtocreatea =
—broadcast domain? —

| |
VLANs Physical ports {(NICs) Interface groups

v

Create VLANS, if required.

Create interface groups, if
required.

y

Create a broadcast domain.

v

Create a subnet.

v

Create a network interface.

Creating VLAN interfaces

You can create a VLAN to maintain separate broadcast domains within the same network domain by using
Storage Manager.

Step 1.
Step 2.

Step 3.
Step 4.

Click Network — Ethernet Ports.

Click + VLAN.

In the Create VLAN dialog box, select the node, the port, and the VLAN ID.
Click Save.

Creating interface groups

You can use Storage Manager to create an interface group—single-mode, static multimode, or dynamic
multimode (LACP)—to present a single interface to clients by combining the capabilities of the aggregated
network ports.

Before you begin

Free ports must be available that do not belong to any broadcast domain or interface group, or that host a

VLAN.

Step 1.
Step 2.

Click Network - Ethernet Ports.
Click + Link Aggregation Group.
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Step 3. In the Add Link Aggregation Group setup screen, specify the following settings:
¢ Node that the Link Aggregation Group will be created on
* Ports to include
¢ Mode to use
® Load Distribution to use
Step 4. Click Save.

Creating broadcast domains

Starting with ONTAP 9.14.1 you will again be able to configure broadcast domains directly from ThinkSystem
Storage Manager.

This will include the ability to create new broadcast domains, edit existing broadcast domains or even delete
an existing broadcast domain.

Creating network interfaces

You can use Storage Manager to create a network interface or LIF to access data from storage virtual
machines (SVMs), to manage SVMs and to provide an interface for intercluster connectivity.

Before you begin

The broadcast domain that is associated with the subnet must have allocated ports.

About this task
¢ Dynamic DNS (DDNS) is enabled by default when a LIF is created.

However, DDNS is disabled if you configure the LIF for intercluster communication using iSCSI, NVMe, or
FC/FCoE protocols, or for management access only.

¢ You cannot use Storage Manager to create a network interface if the ports are degraded.

You must use the command-line interface (CLI) to create a network interface in such cases.

¢ To create NVMeoF data LIF the SVM must already be set up, the NVMe service must already exist on the
SVM and the NVMeoF capable adapters should be available.

¢ NVMe protocol is enabled only if the selected SVM has the NVMe service configured.

Step 1. Click Network.

Step 2. Click Network Interfaces and then click the + sign.

Step 3. In the Create Network Interface dialog box, specify an interface name.
Step 4. Specify an interface role:
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Step 5.

Step 6.

Step 7.

If you want to...

Then...

Associate the network interface with a data LIF

1. Select Serves Data.
2. Select the SVM for the network interface.

Associate the network interface with an
intercluster LIF

1. Select Intercluster Connectivity.

2. Select the IPspace for the network
interface.

Associate the network interface with Storage
VM management

1. Select Storage VM Management.

2. Select the port and IP address for the
network interface.

Select the appropriate protocols.

The interface uses the selected protocols to access data from the SVM.

Note: If you select the NVMe protocol, the rest of the protocols are disabled. If NAS (CIFS and
NFS) protocols are supported then they remain available. The NVMe transports field is displayed
when you select the NVMe protocol and FC-NVMe is shown as the transport protocol.

Assign the IP address:

If you want to...

Then...

Specify the IP address manually without using
a subnet

1. Select Without a subnet.

2. In the Add Details dialog box, perform the
following steps:

a. Specify the IP address and the network
mask or prefix.

b. Optional: Specify the gateway.

c. If you do not want to use the default
value for the Destination field, specify a
new destination value.

If you do not specify a destination
value, the Destination field is populated
with the default value based on the
family of the IP address.

If a route does not exist, a new route is
automatically created based on the
gateway and destination.

3. Click OK.

Specify the IP address or port.

* ForiSCSI, you will need to specify an IP address to use.

e For FC, you will need to specify the port to use.

e For data LIFs, the Port details area displays all of the ports from the broadcast domain that is

associated with the IPspace of the SVM.

e For intercluster LIFs, the Port details area displays all of the ports from the broadcast domain

that is associated with the required IPspace.

e The Port details area will display only NVMe capable adapters if the NVMe protocol is selected.
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Step 8. Click Save.
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Chapter 4. Using Insights for Storage Manager

One of the core new features is to support Insights.

You will see Insights as one of the links directly below the Dashboard. The Insights link will take you to a
panel that shows multiple cards that allow you to perform tasks from two groups.

The first group are tasks labeled as "Needs your attention". The second group allows you to apply best
practices.

These best practices are based on the tasks listed in the Lenovo Security Best Practice Guide.

You can click Dismiss for a topic you do not wish to apply. Or you can click on Fix It to make the required
changes.

You will also be able to click on Learn more about best practices for security which will link to the Lenovo
security hardening guide.

You can also see a Light Bulb icon in additional areas of Storage Manager. This icon indicates a task
associated with the Insights that are listed.
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Chapter 5. Managing FlexGroup volumes using Storage
Manager

You can use Storage Manager to create FlexGroup volumes as per the best practices.

Set up a FlexGroup
volume by selecting
aggregates

As per the best practices

Creating FlexGroup volumes

A FlexGroup volume can contain many volumes that can be administered as a group instead of individually.

You can use Storage Manager to create a FlexGroup volume by selecting specific aggregates or by selecting
system-recommended aggregates.

About this task
You can create only read/write (rw) FlexGroup volumes.

Step 1. Click Storage = Volumes.

Step 2. Click the + sign to add a volume.

Step 3. Select More options.

Step 4. Select Distribute volume data across cluster (FlexGroup).

Step 5. Assign a name, the size, and the required permissions to the FlexGroup.
Step 6. Choose the required protection policies and select Save.

© Copyright Lenovo 2025 15
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Chapter 6. Using FlexGroup Rebalance

One of the new features is to support FlexGroup Rebalance.

Flexgroup Rebalance is supported for moving volume data between the constituent volumes that comprise
the FlexGroup. This feature is displayed by after you select the volume and specify the level of balance for
the FlexGroup.

¢ If the volume shows High, all constituent volumes are evenly balanced and no action is needed.

¢ |f the volume shows Mid, the FlexGroup is starting to become unbalanced and user action may be
required.

¢ |f the volume shows Low, the volume is unbalanced and user action should be taken to rebalance the
volume.

The rebalance operation is a background task. When the user invokes the task, they should select the
duration that the task should run for and then select Rebalance.

If you wish to manually invoke the rebalance task, perform the following steps:
1. Click Storage = Volumes.
2. Select the volume to manage.
3. Select ... and then click Rebalance from the menu.

© Copyright Lenovo 2025

17



18 Cluster Management Workflows for ThinkSystem Storage Manager



Chapter 7. Creating a bucket

ThinkSystem Storage Manager introduces support for ONTAP S3 as a storage device. This is done by
enabling FlexGroups to act as a storage bucket..

Creating a new bucket

Most of the configuration activities for creating an S3 bucket are performed via the CLI. You can perform
limited activities in the ThinkSystem Storage Manager GUI. These activities include adding a bucket in an
existing SVM and copying permissions from that bucket to a newly created bucket.

Step 1. Click Storage - Buckets.

Step 2. Specify the name of the bucket, the SVM to assign the bucket to, and the capacity of the bucket.

Step 3. If needed, click Additional Options and specify the additional parameters, including the user
permissions and if the bucket should be used for tiering.

Step 4. Click on Save

© Copyright Lenovo 2025
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Chapter 8. Creating a new Storage Virtual Machine

You can use Storage Manager to create a new Storage Virtual machine that will be used to service either file,
block or object storage.

Creating a Storage Virtual machine

A Storage Virtual Machine (SVM) is the basic building of. It is used to assign volume ownerships, configure
replication or even assign access control lists.

About this task

e Storage Virtual Machines can host either file, block or object.

¢ If you create a Storage Virtual Machine hosting file based services, you will then use the Volume creation
wizard. If you create a Storage Virtual Machine hosting block based services, you will use the LUN
creation wizard.

Note: In the case of the LUN creation, a volume will be created automatically for serving the LUNSs.

Step 1.
Step 2.
Step 3.
Step 4.

Click Cluster — Storage VMs.

Click the +Add button to add a Storage Virtual Machine.
Specify the name of the Storage Virtual Machine.

Click the tabs below for select the access protocol you wish to use.

SMB/CIFS, NFS, S3
iSCSI

e FC
¢ NVMe/FC
If you want to... Then...
Egﬁ%i%zsﬂfé%fgg lsz)r/ver 1. Select the Active Directory box.
using an Active Directory 2. Enter the Active Directory administrator name.
3. Enter the Active Directory administrator password.
4. Enter a name for the CIFS server.
5. Enter a name for the Active Directory domain.
6. Depending on your requirements, select the One data LIF on this

SVM or One data LIF per node on this SVM box.

Provide data LIF details, such as IP address, subnet mask,
gateway, and port.

Provide DNS details.

Enable CIFS protocol by
configuring the CIFS server
using a workgroup

.

Select the Workgroup box.
Enter a name for the workgroup.
Enter a name for the CIFS server.

Depending on your requirements, select the One data LIF on this
SVM or One data LIF per node on this SVM check box.

Provide data LIF details, such as IP address, subnet mask,
gateway, and port.

© Copyright Lenovo 2025
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If you want to... Then...

Enable NFS protocol 1. Select the NFS box.

2. Depending on your requirements, select the One data LIF on this
SVM or One data LIF per node on this SVM check box.

3. Provide data LIF details, such as IP address, subnet mask,
gateway, and port.

Enable iSCSI protocol 1. Select the iSCSI box.

2. Provide data LIF details, such as IP address, subnet mask,
gateway, and port.

Step 5. Click on Save to create the new Storage Virtual machine.
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Chapter 9. Creating a consistency Group

One of the new features in ONTAP is that users are now able to create a consistency group directly from
Storage Manager.

Step 1. Choose Protection - Consistency Groups.
Step 2. Select +Add.
Step 3. Choose either Using existing volumes or Using new LUNs:
¢ |f you choose to use an existing volume, perform as follows:
1. Select a group name.
2. Choose the volume from the Volumes dialog box.
3. Click Save.
¢ If you choose to use new LUNS, perform as follows:

1. Specify the name for the consistency group, the number of LUNs, LUN size, host initiator
address, host type and host format.

2. Click Save.

© Copyright Lenovo 2025
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Chapter 10. Providing data access to qtrees using export
policies

You can export a gtree by assigning an export policy to it. This enables you to export a specific gtree on a
volume and make it directly accessible to clients instead of exporting the entire volume.

Create a qtree.

Select an existing export policy.

Creating gtrees

Qtrees enable you to manage and partition your data within a volume. You can use the Create Qtree dialog
box in Storage Manager to add a new qgtree to a volume on your storage system.

Step 1. Click Storage = Qtrees.

Step 2. Click the + sign to add a new Qtree.

Step 3. Assign a name to the new Qtrees and select a volume to apply it to.

Step 4. Click on the blank box next to Quotas enabled and configure it if you wish to enable this service.

Step 5. Choose the security style to apply.
Step 6. Click Save.

Changing rules for an export policy

You can use Storage Manager to modify an existing export rule that was created using Storage Manager 9.4
or later.

Before you begin

You must have created the export policy to which you want to add the export rules.

Step 1. Click Storage = QTrees.

Step 2. Select the Qtree to modify.

Step 3. Click the ... sign.

Step 4. Select edit export policy.

Step 5. Optional: If desired, choose the followings:
a. Inherit the policy from the volume.
b. Select an existing export policy.
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c. Add a new export policy.

If you choose to add a new export policy, you will need to specify the name in the Name field
and click the + sign to add the policy in the form of 0.0.0.0/0 for the client specification.

Step 6. Provide the supported protocols and permissions.
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Chapter 11. Enabling Multi-Admin administration

In ONTAP 9.11.1, one of the features added is the ability to require that many of the administrative tasks
require multiple administrative verifications. You can enable the feature by performing the following

operations:

Step 1. Click Cluster.

Step 2. Select Settings.

Step 3. Click Multi-Admin Approval.

Step 4. Select the wheel icon which will start the configuration process.

Step 5. Create or modify the approval group to use, the rules that the group is responsible for, and any
additional changes that you want to make under the advanced settings.

Step 6. Click Save.

© Copyright Lenovo 2025
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Chapter 12. Enabling OAuth 2.0

One of the new features added in ONTAP 9.14.1 is the ability to support external authentication mechanisms

like OAuth 2.0.
To enable OAuth 2.0 you will need to perform the following steps:

Step 1. Click Cluster.

Step 2. Select Settings.

Step 3. Go to the card labeled OAuth 2.0 authorization.
Step 4. Click + sign.

Step 5. Fill out all of the required fields and click Add.

© Copyright Lenovo 2025
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Chapter 13. Configuring Protection

All features that are used to manage Snapshot and SnapMirror relationships are now done under a new
section in the ThinkSystem Storage Manager 9.7 GUI.

Creating mirror relationships

You can create a new mirror relationship for your cluster from this menu.

Step 1.
Step 2.
Step 3.

Step 4.
Step 5.
Step 6.
Step 7.
Step 8.

Step 9.

Click Protection = Overview.
Click Add Networks Interfaces.

In the Add Intercluster Interface dialogue box, assign a new IP address and subnet mask for the
interfaces to use.

Click Save.

Click the ... sign next to Cluster Peers.
Click Manage Cluster Peers.

Click + Peer Cluster.

Select the IPspace to use, Storage VM Permissions, Passphrase to use, and Intercluster network
interfaces that were assigned in Step 3 on page 31.

Click Initiate Cluster Peering.

Displaying current mirror relationships

You can display any of the current mirror relationships that have been created from this menu.

Step 1.

Click Protection = Replication.
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Chapter 14. Autonomous Ransomware Protection with Al

One of the significant enhancements in ONTAP 9.16.1 is that training is not required for FlexVol volumes
anymore. Newly created FlexVol volumes can be moved to the active state immediately. This is done
because of the extensive learning that was performed in previous versions of ONTAP with ARP.

Enabling Anti-Ransomware

Step 1. Select Storage - Volumes.

Step 2. Select the volume you wish to enable ARP.
Step 3. Click the ... icon.

Step 4. Select Enable Anti-Ransomware.

Viewing status of Anti-Ransomware

Step 1. Select Storage = Volumes.

Step 2. Select the volume you want to review.
Step 3. Click on the Volume name.

Step 4. Select Security.

Step 5. From here you can configure event security settings if you want or workload characteristics. You
can also review file data statistics.

Updating Anti-Ransomware version

Anti-Ransomware can only be updated manually

Step 1.  Go to https://datacentersupport.lenovo.com.

Step 2. Select the corresponding model and type of DM system that you own.
Step 3. Select Drivers and Software - Software and Utilities.

Step 4. Choose the anti-ransomware package to update.

Step 5. Place the package on a system.

Step 6. Connect to the web interface of the DM Series system to update.
Step 7. Go to Cluster = Settings.

Step 8. Select Software Update and then —.

Step 9. Choose + Add Secuirity files.

Step 10. Select Upload from the local client.

Step 11. Select the file from step 5.
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Appendix A. Contacting Support

You can contact Support to obtain help for your issue.

You can receive hardware service through a Lenovo Authorized Service Provider. To locate a service
provider authorized by Lenovo to provide warranty service, go to https://datacentersupport.lenovo.com/
serviceprovider and use filter searching for different countries. For Lenovo support telephone numbers, see
https://datacentersupport.lenovo.com/supportphonelist for your region support details.
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Appendix B. Notices

Lenovo may not offer the products, services, or features discussed in this document in all countries. Consult
your local Lenovo representative for information on the products and services currently available in your
area.

Any reference to a Lenovo product, program, or service is not intended to state or imply that only that
Lenovo product, program, or service may be used. Any functionally equivalent product, program, or service
that does not infringe any Lenovo intellectual property right may be used instead. However, it is the user's
responsibility to evaluate and verify the operation of any other product, program, or service.

Lenovo may have patents or pending patent applications covering subject matter described in this
document. The furnishing of this document is not an offer and does not provide a license under any patents
or patent applications. You can send inquiries in writing to the following:

Lenovo (United States), Inc.

8001 Development Drive

Morrisville, NC 27560

U.S.A.

Attention: Lenovo Director of Licensing

LENOVO PROVIDES THIS PUBLICATION “AS I1S” WITHOUT WARRANTY OF ANY KIND, EITHER EXPRESS
OR IMPLIED, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF NON-INFRINGEMENT,
MERCHANTABILITY OR FITNESS FOR A PARTICULAR PURPOSE. Some jurisdictions do not allow
disclaimer of express or implied warranties in certain transactions, therefore, this statement may not apply to
you.

This information could include technical inaccuracies or typographical errors. Changes are periodically made
to the information herein; these changes will be incorporated in new editions of the publication. Lenovo may
make improvements and/or changes in the product(s) and/or the program(s) described in this publication at
any time without notice.

The products described in this document are not intended for use in implantation or other life support
applications where malfunction may result in injury or death to persons. The information contained in this
document does not affect or change Lenovo product specifications or warranties. Nothing in this document
shall operate as an express or implied license or indemnity under the intellectual property rights of Lenovo or
third parties. All information contained in this document was obtained in specific environments and is
presented as an illustration. The result obtained in other operating environments may vary.

Lenovo may use or distribute any of the information you supply in any way it believes appropriate without
incurring any obligation to you.

Any references in this publication to non-Lenovo Web sites are provided for convenience only and do not in
any manner serve as an endorsement of those Web sites. The materials at those Web sites are not part of the
materials for this Lenovo product, and use of those Web sites is at your own risk.

Any performance data contained herein was determined in a controlled environment. Therefore, the result
obtained in other operating environments may vary significantly. Some measurements may have been made
on development-level systems and there is no guarantee that these measurements will be the same on
generally available systems. Furthermore, some measurements may have been estimated through
extrapolation. Actual results may vary. Users of this document should verify the applicable data for their
specific environment.
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LENOVO, LENOVO logo, and THINKSYSTEM are trademarks of Lenovo. All other trademarks are the
property of their respective owners. © 2025 Lenovo.
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